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Figure 1: SenseSync is an interactive tool designed to facilitate collaboration work with LLMs by offering multiple perspectives.
It includes a dynamic graph that visualizes both individual and shared conversations with LLMs, as well as a timeline that helps
users explore collaborative information spaces over time. The tool is also enriched with contextual data and tailored features
for LLM-assisted information-seeking. To help users verify the accuracy of LLM-generated information, SenseSync provides a
consistency rate, which measures the similarity of responses from different LLM contexts linked to each collaborator when
responding to a specific prompt.

ABSTRACT
Recently, tools driven by Large Language Models (LLMs), such as
ChatGPT, have been extensively used for gathering information.
While LLMs improve efficiency in individual tasks, new challenges
emerge in collaborative information-seeking when user groups
collect data from their conversations with AI that have various con-
texts. To fill this knowledge gap, we investigate these challenges
and reflect on them via the design, development, and evaluation
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of SenseSync. SenseSync supports collaborative work involving
LLMs from different perspectives, featuring a dynamic graph to
display individual and shared conversations with LLMs and a visual
timeline for exploring collaborative activities over different periods.
Moreover, SenseSync is enriched with contextual information and
specific support for LLM-assisted information-seeking. A summa-
tive study was conducted to explore how pairs of participants used
the tool, enriching our understanding of LLM-assisted collaborative
information-seeking tasks.
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1 INTRODUCTION
Information-seeking is one of the most critical activities that people
engage in daily work and life, and collaboration is often needed
when tasks are complex [46, 61]. Due to time and location con-
straints, remote asynchronous collaborative information-seeking
remains more common in practical settings [45, 62]. People rely on
various tools to gather information in this process, and recently,
Large Language Model (LLM) based tools, such as ChatGPT, have
been extensively used [23], both in individual and collaborative sce-
narios. While LLMs improve the efficiency of information-seeking
in individual tasks, new issues emerge in collaborative scenarios
because of the diverse context of each conversation with AI for col-
lecting information. Specifically, each collaborator may converse
with LLMs multiple times for different pieces of information to
gather, and these different conversational contexts may make it
more difficult to make sense of each other’s information as well
as their interpretations. For example, cross-functional teams con-
ducting innovation sprints utilize LLMs to retrieve information
on emerging trends, user needs, and creative design approaches
from unique perspectives. Similarly, students working together on
a course project might utilize ChatGPT to explore a topic by ap-
proaching it at different times and employing varied prompting
strategies or setups. In both cases, the users should eventually share,
consolidate, and reconcile the gathered information.

There exists a large body of literature on understanding the
challenges of collaborative information-seeking and creating tools
to address them [14, 25, 37, 38, 42, 46, 55, 61, 62], but only in the
cases without LLMs. Thus, there remains a gap in understanding
whether collaborators utilizing LLMs encounter similar challenges
or new ones, as well as how an effective tool can be designed to
accommodate LLMs in collaborative information-seeking.

To address the gap, this paper aims to provide insights into
information-seeking with LLM involvement for remote asynchro-
nous collaboration and explore new techniques to support it. We
first conducted a formative study with eight (four pairs) partic-
ipants performing collaborative information-seeking tasks with
ChatGPT (e.g., collaboratively exploring ethical AI topics to write
a report) to understand the challenges. The results show that par-
ticipants faced various issues in making sense of LLM-curated in-
formation, including difficulties in identifying overlaps and gaps
due to variations in writing style and the overwhelming amount of
text generated by LLMs. They also expressed concerns in building
a shared understanding because of lacking LLM-specific contextual
information and support, as well as in switching, recalling, and re-
suming activities with LLMs. Further, participants pointed out the
trustworthy issues of LLM-generated responses, as inconsistencies

or hallucinations in outputs created mistrust and slowed down the
collaboration.

Drawing from these findings, we designed SenseSync, an inter-
active tool that facilitates asynchronous collaborative information-
seeking with LLMs from both spatial and temporal perspectives.
Compared to existing tools for similar tasks, SenseSync was care-
fully enriched with crucial LLM-specific information related to
users’ conversations with LLMs and their collaboration. First, it
incorporates a dynamic graph visualization for showing individual
and shared LLM-based conversations in a collaborative view with
the necessary context. Second, it equips a timeline visualization that
enables users to browse and manage activities with LLMs in differ-
ent time spans. Working together, they allow users to make sense
of each other’s information and understand their interpretation as
well as to identify overlaps and gaps in collaborative information-
seeking. SenseSync also includes features such as note-taking, task
assignment, auto-summarization of shared conversations, and sug-
gestions for exploring particular LLM’s responses. To address the
trustworthiness of LLM-generated information, SenseSync provides
users with a consistency rate that shows the similarity of responses
from various LLM contexts associated with each collaborator to
similar prompts.

At last, a mixed-method summative study was conducted with
14 participants (seven pairs, with three new and four returning
ones from the formative study), to assess the effectiveness of Sens-
eSync. The results indicate that SenseSync effectively supported
participants in addressing all identified challenges. We also iden-
tified other interesting findings such as participants’ perception
of SenseSync’s LLM consistency rate and insights into the future
development of tools to support remote synchronous collabora-
tive information-seeking. In summary, our paper has the following
contributions:
• A formative study that explores the challenges of collaborative
information-seeking when utilizing LLMs.

• An interactive tool, SenseSync, that represents conversations
with LLMs as a dynamic graph, enhancing collaborative sense-
making, exploration, task management, and validation of AI re-
sponses.

• Empirical knowledge learned from our summative study that
highlights the potential of SenseSync in supporting LLM-assisted
collaborative information-seeking and implications for designing
similar tools.

2 RELATEDWORK
This section reviews the literature on collaborative information-
seeking and sensemaking as well as systems and techniques sup-
porting these tasks, including those with LLM assistance.

2.1 Collaborative Information-seeking and
Sensemaking

Information-seeking involves the actions and strategies used to
find information that meets one’s needs [57]. This can range from a
simple lookup search [27], such as finding the capital of a country,
to complex search tasks [2, 56] that occur when searchers are uncer-
tain about what and how to fulfill their information needs. White
and Roth’s exploratory search model [56] describes two strategies
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for complex tasks: exploratory browsing and focused searching.
In exploratory browsing, searchers issue broad queries to expand
their knowledge and identify relevant information. Researchers
advocated that relevant information should be automatically re-
vealed [18], particularly when dealing with the large volumes of
information generated by LLMs [22]. As understanding improves
and uncertainty decreases, searchers shift to focused searching to re-
trieve specific information, requiring systems to provide flexibility
for their exploration [60]. In both strategies, effective sensemaking
is essential to varying degrees [28]. It involves gathering informa-
tion, representing it in a useful schema, developing insights, and
creating knowledge or actions based on these insights [40].

Collaboration, whether synchronous or asynchronous, and co-
located or remote [45, 62], is often required for information-seeking
tasks that are complex for a single individual to handle [46]. While
collaboration offers benefits, such as bringing diverse perspectives
to a search task [48], it presents challenges. Collaborators need to
share not only information but also their understanding of it [38,
42, 53]. Also, collaborators must be able to organize the informa-
tion and identify overlaps and gaps in the shared information [42].
Additionally, being aware of others’ activities is a significant chal-
lenge. Such awareness involves the understanding and knowledge
that team members have about each other’s activities, goals, and
progress within a collaborative environment [4, 16, 46, 49]. Lastly, it
is noteworthy that the nature of collaboration is temporal, and it is
important to highlight the history of collaborative sensemaking [42]
and the evolvement of information [38].

Informed by these theories and empirical knowledge, our goal is
to identify the unique challenges users face during collaborative
information-seeking when utilizing LLMs. This focused investiga-
tion aims to provide insights that will inform the design of future
collaborative tools, emphasizing the specific context of LLM usage.

2.2 Information-seeking with LLM Assistance
Search engines have traditionally served as primary tools for information-
seeking. However, with the advancement of Large Language Mod-
els (LLMs), generative AI tools such as GPT-4 [8], have now been
extensively used for collecting information, questionnaire answer-
ing, and summarizing contents [23]. Numerous studies have been
conducted to compare these information-seeking approaches (i.e.,
search engine-based and LLM-based) [9, 59, 64].

While there are some benefits of using LLMs such as efficiently
generating information that is based on user-specific context, co-
herent, and human-like, it introduces challenges centered around
prompting, evaluating and relying on outputs, and optimizing
workflows [52], all of which impose substantial metacognitive de-
mands on users. First, LLM responses highly depend on inputting
prompts. It requires users to clearly define their goals and break
down tasks into effective inputs for the AI, necessitating contin-
uous self-monitoring and adjustment [1]. Second, making use of
LLM generation involves assessing the quality and validity of the
outputs, demanding users to critically evaluate their confidence in
the trustworthiness of the results. This is because LLMs blend fact
with fiction and generate non-factual content, which is known as
hallucinations [5, 6, 12]. Third, leveraging LLMs requires users to

strategically integrate AI into their processes, balancing automa-
tion with manual efforts [17] and continuously adjusting their
approaches based on the AI’s performance.

These challenges highlight the need of individuals for enhanced
metacognitive support and system designs that facilitate better user
control and understanding, ultimately aiming to improve the inter-
action between humans andAI by addressing the cognitive demands
imposed by these advanced technologies [52]. Different approaches
have been proposed to support users in assessing the information
generated by LLMs, such as searching relevant databases and the
web for matching sources [12, 43]. However, existing research pri-
marily focuses on individual information-seeking tasks involving
LLMs. Our study shifts the attention to collaborative settings that
have been left under-explored. We investigate both persistent and
new challenges that arise in collaborative information-seeking, con-
sidering the unique context each collaborator has with their LLMs.
Our goal is to provide fresh insights into the effective integration
of LLMs in these environments.

2.3 Systems and Techniques for Supporting
Information-seeking

There exists an extensive body of research proposing systems and
techniques to support information-seeking. We classify these works
based on two aspects: whether they are designed for individual or
collaborative tasks, and whether they utilize LLMs as an informa-
tion source.

Individual tasks without LLM involvement. Researchers have
long focused on designing systems for individual tasks without
LLM or AI agent involvement. Some systems support the sensemak-
ing of information retrieved from the web by capturing, organizing,
and visualizing information to help individuals understand their
findings [15, 30, 31]. Others facilitate exploratory search activi-
ties in digital libraries, such as refining search queries, organiz-
ing documents using workspaces, or discovering new documents
by providing interactive features [3, 19, 39]. However, traditional
search engines and information retrieval systems may struggle to
fully grasp the nuances of an individual’s specific needs or provide
tailored information based on the user’s previous context.

Collaborative tasks without LLM involvement. Even without
AI agents or LLMs, various tools are available to support collabo-
rative tasks, each enabling different aspects of collaboration. For
example, CoSense [37] and Coagmento [14] focus on improving
collaborative information-seeking by developing systems that offer
interactive features to enhance sensemaking and support various
aspects of collaborative search activities. KTGraph [62] utilizes
techniques to capture and encode tacit aspects of the investiga-
tive process and streamline handoffs in asynchronous collaborative
analysis. CLIP [26] provides a shared space, visualized in a graph,
where users can record, organize, and share externalizations to im-
prove awareness and coordination during sensemaking. However,
while these systems effectively facilitate collaboration when the
users utilize traditional information sources such as Google Search,
they may require new or adapted features to support information
generated by LLMs. This is because AI-generated information re-
quires specific consideration, as it is shaped by the unique context
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each collaborator has with their LLMs, bringing unique challenges
such as concerns about validity or personalization.

Individual tasks with LLM involvement. With the recent rise
of generative AI, in many individual tasks, users have shifted from
traditional search methods to LLM-powered tools for gathering
information [64]. This trend strongly motivates HCI researchers to
understand user behaviors and design systems that address their
challenges. For instance, Memory Sandbox [21] and Memolet [60]
deal with managing and reusing conversational memory, giving
users affordances to control how LLMs recall past information.
Graphologue [22] and Knownet [58] use graphical representations
(node-link diagrams or knowledge graphs) to make LLM responses
more accessible and organized, helping users better explore and
comprehend information. Sensecape [51], Marco [10], and Gero
et al.’s system [13] focus on enhancing how users handle complex
tasks with LLMs to aid sensemaking and task management. While
these systems effectively address the unique challenges of individ-
ual information-seeking associated with LLMs, they lack essential
considerations needed to support collaborative work.

Collaborative tasks with LLM involvement. As an emerging
topic, there currently exists few studies on supporting users in col-
laborative information-seeking with LLMs. To design an effective
system for this purpose, it is necessary to understand whether col-
laborators utilizing LLMs encounter similar challenges or new ones.
Our research highlights that organizing, identifying overlaps and
gaps, and summarizing LLM-generated information is crucial for
effective collaborative sensemaking and exploration. Additionally,
building a shared understanding through contextual data and spe-
cific support is essential for facilitating activities such as switching,
recalling, and resuming tasks. Also, concerns about trusting LLM-
generated information can be addressed through collaboration by
monitoring inconsistencies in LLM responses.

3 FORMATIVE STUDY
While the literature has investigated challenges in collaborative
sensemaking without LLM assistance [14, 37, 62], it was unclear
whether these challenges are similar or not and if there are new
challenges when LLMs are present. We thus conducted a formative
study aiming to understand the challenges that collaborators face
when using LLMs for information-seeking tasks.

3.1 Participants
We recruited eight participants (five men and three women; 20-28
years old), divided into four pairs using the university’s mailing
list. The participants were graduate students (four PhDs and four
Master’s) with experience using LLMs and prior involvement in
collaborative information-seeking tasks. We used a pre-screening
questionnaire to ensure that they met the inclusion criteria. To
facilitate a comfortable working environment, we requested that
each potential participant choose and bring a partner who also
met the inclusion criteria. Of all the participants, five specialized in
Software Engineering, two in Human-Computer Interaction, and
one in Artificial Intelligence. Regarding their use of LLMs, four
reported using them “multiple times a day,” two “several times a

week,” and two “once a week.” Participants’ experience with col-
laborative tasks ranged widely from “a lot” to “not much,” with
the majority having “some” or “quite a bit.” Table 1 and Table 2 in
Appendix A outline the tasks that participants normally perform
with LLMs and in collaboration. The study was approved by the
institutional research ethics office.

3.2 Procedure
We conducted the study via video conferencing software with each
pair of participants. After signing the consent form, participants
were presented with five random topics (see Appendix A) from
diverse domains (e.g., from ethics of AI to advanced materials
for space exploration) and were asked to choose those that were
unfamiliar to them. This was crucial because we wanted the de-
signed information-seeking tasks to require complex search strate-
gies, particularly exploratory browsing, where users are uncertain
about what to search for and how to approach the information-
seeking process [56]. Then, participants engaged in an open-ended
information-seeking task (see Appendix A), which involved freely
exploring the topic and was divided into two exploration phases.
The rationale for asking participants to perform the taskwas twofold:
1) to familiarize the participants with using LLMs in collaborative
information-seeking tasks, ensuring that their answers are specific
to LLMs and based on real experiences rather than imagination;
and 2) to observe their behavior and interactions with the system,
and take notes accordingly.

In the first phase of the task, participants performed individual
exploration and were not allowed to communicate via the con-
ferencing software. This ensured that they brought diverse per-
spectives to the topic without imposing their search behaviors on
each other [48]. In the second phase, they were instructed to share
and discuss their individual findings and then continue their ex-
ploration collaboratively. However, we did not mandate how they
collaborate, seeking to understand participants’ organic needs. We
did not require them to produce a report of their findings, as the
search was exploratory with no specific best findings, focusing
instead on identifying the challenges they faced while using LLMs
during the search process. They were instructed to use ChatGPT
to retrieve information and an online tool such as Google Docs to
save and share individual findings. Next, a semi-structured inter-
view was conducted with each pair of participants concurrently
to collect their qualitative feedback. Participants were furnished
with guiding questions (see Appendix A) designed to elicit informa-
tion regarding their challenges and needs. Meanwhile, they were
given the flexibility to discuss the specifics of their activities and
the particular challenges and needs encountered while performing
the information-seeking tasks. Also, we observed users’ behavior
during both individual and collaborative sessions, incorporating
notes into our analysis later. Each participant received $20 for their
time and effort.

3.3 Challenges
We transcribed all interview sessions and conducted thematic anal-
ysis in three stages: familiarization, coding, and theme development.
In familiarization, we imported the audio transcripts and text ob-
servations into NVIVO and familiarized ourselves with the data.
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During coding, we identified 365 initial codes, which were then
organized into 67 broader categories to facilitate the identification
of core themes. In theme development, we synthesized these cate-
gories to pinpoint four core themes related to the challenges faced
by participants. While some results replicate existing challenges
in collaborative tasks without LLMs, our analysis contributes to
the emerging insights into collaborative environments integrated
tightly with LLMs, which magnifies the challenges and brings new
ones. Based on the challenges, we proposed design guidelines (Sec-
tion 3.4), which drove the development of SenseSync.

C1: Making sense of LLM-curated information (118 codes).
Individual exploration before collaborative work was deemed es-
sential, as highlighted by P7: “This was a good pattern to follow, to do
like things first on our own and then like get together”, which is also
supported by the literature [42, 47, 53]. Doing this allows collabo-
rators to contribute diverse perspectives to an information-seeking
goal. However, before effective exploration can occur, it is crucial
to make sense of the generated information. Participants expressed
several key challenges regarding information sensemaking such as
identifying overlaps and gaps in shared findings, summarizing and
organizing information, and understanding others’ outcomes.

These challenges were further complicated by the involvement
of LLMs. Specifically, participants found it more difficult to identify
overlaps and gaps when the information was generated by LLMs.
Although the core content of the responses might be similar, varia-
tions in writing style made it challenging to discern whether there
were overlaps by merely comparing the texts. As P8 noted: “The
answers are based on the style of questioning and are inconsistent.
When we review and process these answers, it’s not clear that they are
the same, so they’re not easily comparable.” Regarding summarizing
and organizing information, participants observed that while LLMs
could generate large amounts of text in seconds, reading, summariz-
ing, and organizing this information is much more time-consuming.
They expressed a preference for concise summaries over lengthy
outputs. As P5 remarked: “I didn’t want to read so much, so I just
asked ChatGPT for a TLDR.”

C2: Achieving a shared understanding of generated contents
by LLMs (165 codes). Collaborative work involves activities col-
laborators perform to reach the shared goal, which is prominently
discussed in the literature [26, 42]. Participants found that they
needed to coordinate to align their efforts with the overall goal:
“We are going to merge and consolidate information in different ways,
based on different goals.” -P2 To achieve their goal, they needed to
have a shared understanding, aligning with observations from pre-
vious studies [38]. This could pose difficulties, as mentioned by P7:
“It is hard to make the other person understand why our point is right.”

When LLMs are used to generate information, the lack of context—
such as the prompt used or the conversation history fed to the
model—creates challenges in achieving a shared understanding:
“More information about the context would be helpful, like when we
had that difference in understanding regarding whether it was ethical
or unethical.” -P2 Also, participants noticed that collaborators might
use different ways of prompting, potentially increasing the diffi-
culty of reaching a shared understanding. P8 expressed the need
to address this challenge: “We mostly approached the same question
from different perspectives. The first step is always to get everyone

on the same page and exchange ideas and understandings.” -P8 They
also tried to align themselves during the task while interacting
with LLMs individually: “When I had a different understanding of
something, and he had a different one, we decided to help each other
understand why our points were valid and why they should be con-
sidered.” -P5 All the above observations underscored the new issues
in reaching a good shared understanding in collaboration, caused
by the uncertainty of LLMs and the AI’s blackbox-like behaviors.

C3: Switching, recalling, and resuming activities with LLMs
(29 codes). We observed that the nature of collaboration is in-
herently temporal, meaning that participants engaged in distinct
sub-activities throughout the task and needed switching between
these different sub-activities over time. Literature also highlights
that sensemaking is temporal in nature [38]. These sub-activities
included validating specific LLM-generated responses, further ex-
ploring or clarifying aspects of the research, and discussing topics
to enhance mutual understanding. Moreover, resuming from where
they left off and continuing to achieve their goals can be challeng-
ing. Participants noted the need to recall previous progress made
by collaborators: “I make more notes while I’m working over a long
period of time.” -P7 as well as to stay informed about what others
have done during their absence: “Because I didn’t know what he had
read, it was hard for me to write about his findings.” -P5

While switching, recalling, and resuming activities during col-
laboration may appear similar to traditional search scenarios, the
inclusion of LLMs introduces unique considerations. For example,
issuing the same prompt at different times could yield varying re-
sponses, as the context provided to the LLMs changes over time.
Therefore, it became crucial to know the temporal LLM-specific
contextual information, such as when other collaborators initiated
their prompts. For instance, P4 remarked to P3: “I’m getting a differ-
ent response to the same prompt. What time did you ask?” P4 further
commented “He went through all the prompts and responses and
explained them to me one by one.”

C4: Investigating the trust with LLM-generated responses
(51 codes). Some participants expressed that they in general did
not trust the responses generated by LLMs: “We should not trust the
results. There’s a line between common knowledge and domain-specific
knowledge, and I wouldn’t trust ChatGPT for anything that requires
domain-specific expertise.” -P6 “One thing that was constantly in my
head while doing research with our GPT was the concern that it might
hallucinate, so, I don’t know if I’m getting the right information.” -P5
Additionally, there were inconsistencies in the responses to the
same prompt from LLM agents in different conversational contexts.
“It was interesting how my ChatGPT was not giving me unethical stuff,
but P1’s was.” -P2

Hallucination [5, 6, 12] is an important issue of LLMs. It impacts
both individual and collaborative experience, which was observed
from our study, because reliable shared information is essential
for successful teamwork. Also, we observed that mistrust in the
shared information can slow down collaboration.When participants
doubted the validity of LLM-generated information, they hesitated
to accept or act on shared information by others, leading to more
back-and-forth discussions and validation efforts. Additionally, in-
consistencies in LLM-generated responses across different contexts
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may further complicate collaboration. When one participant re-
ceived different or even conflicting information from another, it led
to confusion and reduced the effectiveness of collaboration.

3.4 Design Guidelines
Drawing from the above challenges discovered in our formative
study, we derive the following design guidelines (DG[n]), each of
which corresponds to the previously identified challenge (C[n]).

DG1: Enable the organization, comparison, and summariza-
tion of LLM-generated information. To support both individual
and collaborative exploration, users need to make sense of their
individual information, select relevant ones to share in a common
spacewith othermembers, and collaborativelymake sense of shared
information [48]. This requires maintaining separate individual and
collaborative spaces, with the ability to switch between them. To fa-
cilitate more effective sensemaking and exploration, it is important
to illuminate the relationships among different information pieces.
Specifically, identifying overlaps and gaps depends on revealing the
similarities between these pieces of generated information. When
working with LLMs, the above aspects should be properly designed
to tailor the unconventional workflows with prompts and responses.
It is also essential to facilitate prompting LLMs collaboratively: “[P4]
is way better at prompting GPT than I am. She could get what she
wants in one prompt.” -P5

DG2: Provide LLM-specific context alongside generated in-
formation for enhanced shared understanding. When involv-
ing LLMs in collaborative work, it is important to improve a user’s
awareness of the responses to a prompt in another user’s conversa-
tional context, going beyond just sharing LLM-generated content.
For example, one should know what prompt was used to gener-
ate the responses shared in the collaboration: “I think having the
prompt will be helpful in the future when we want to reference where
each piece of information came from.” -P8 Also, the sequence and
timing of prompts can influence the generated responses, as the
context provided to the LLM may differ. P7 commented, “I started
with a very simple question and then moved into more detailed ones.
If someone sees my later questions before the first one, they might not
understand the context. Why is that?” P4 also spot the same issue,
“If you ask a question and receive a different answer than someone
else, you might ask, ‘What time did you ask your question?”’

DG3: Support tracking collaborators’ activities and interac-
tions with LLMs over time. Collaboration involves many task
switching, recalling, and resuming, and these activities become
more complex when involving LLMs because a user works with
collaborators and the AI at the same time. This awareness can be
enhanced by providing interactive timeline visualizations of activ-
ities [24], which can be further integrated with interactions with
LLMs, such as the number of prompts (P3) and the history of the
prompts (P4), as well as progress cues, such as note-taking (P1) and
task assignment (P4).

DG4: Offer collaborative approaches to assess trustworthi-
ness of LLM-generated responses. To address LLM’s halluci-
nation and trust issues, existing approaches often involve com-
paring generated results with information from the web or other

Figure 2: SenseSync consists of a back-end with a customAPI,
MongoDB Atlas, and OpenAI’s API, and a front-end with five
interface components.

sources [12, 43]. In collaborative settings, it is important for compar-
ing responses to a specific prompt across different conversational
contexts and examine whether the responses are consistent. Low
consistency could alert collaborators that the information might
not be trustworthy and requires further verification: “If he receives
a response, I’d like to prompt ChatGPT with the same question to
check if the response remains consistent or varies.” -P5 Beyond the
consistency assessment, trustworthiness can be verified through
discussion, combination, and cross-validation of LLM-generated
content together. It is crucial to allow different collaborators to ask
LLMs for clarification or further exploration, such as one contin-
uing another user’s conversation with AI. “We can validate which
elements are common and which might differ by talking to each
other.” -P1

4 SENSESYNC
This section introduces the design and implementation of Sens-
eSync, followed by a scenario to illustrate how SenseSync can be
used in practice.

4.1 System Overview
Guided by the aforementioned design goals, we developed the Sens-
eSync system that consists of a back-end and a front-end (Figure 2).
The back-end contains a custom API, MongoDB Atlas, and Ope-
nAI’s API. The custom API is implemented using Node.js [11] and
Express.js [50] to handle tasks such as user management and the
storage and retrieval of conversations. MongoDB Atlas [29] serves
as the cloud-based database for storing data. Two models from
OpenAI’s API [8] are employed: the text-embedding-3-small for
generating text embeddings and the GPT-4o mini for generating
information. The front-end is developed using React [41], Mate-
rialUI [44], and D3.js [34]. It comprises two primary workspaces:
individual and collaborative, each offering different components
to facilitate collaborative information-seeking (Figure 3). The col-
laborative workspace includes a Conversation List, Chat Window,
Information Graph View, Temporal Activity View, and Auxiliary
Toolkit, whereas the individual workspace features only a Conver-
sation List, Chat Window, and Information Graph View.

The Conversation List (Figure 3-A) displays a list of ongoing and
past conversations, allowing users to navigate between different
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Figure 3: The front-end interface of SenseSync includes: (A) A Conversation List displaying conversation IDs and titles;
(B1-4) Different Chat Windows that show conversation content, allows initiating new prompts, supports sharing/unsharing
conversations (individual workspace (B4)), and integrates ConsistencyRate andContext-BasedResponse Suggestions B1 features
(collaborative space (B1, B3)); (C) An Information Graph View illustrating the similarity between different conversations; (D1-3)
Minimap and zoomed sub-views of Temporal Activity View that show collaborator activities and allows adjustment of the
timespan for the Information Graph View by moving the viewport (D3) horizontally; and (E) A Auxiliary Toolkit presenting a
list of temporal Notes, Tasks, and Auto-summarizations generated by the Auto-Summarization feature (E3 corresponds to the
content of a note, while E2 represents a summary. E1 represents buttons to add different activities.)

conversations. The Chat Window (Figure 3-B1 to B4) shows the
content of conversations, including prompts and responses, and
allows users to interact with ChatGPT. As shown in Figure 3-B2,
the Chat Window also includes two main features (DG4): Context-
based Response Suggestion, which offers varied responses based
on collaborators’ conversations with ChatGPT, and Consistency
Rate, which helps evaluate the trustworthiness of responses by
comparing similarities between suggested responses. The Infor-
mation Graph View (Figure 3-C) includes a graph visualization
where conversations are represented as nodes and their similar-
ities as links. This graph highlights overlaps and gaps, provides

a holistic view as a starting point for collaboration, and aids in
conversations’ organization (DG1). The Temporal Activity View
leverages a temporal visualization, consisting of a minimap and a
zoomed subview (Figure 3-D1 and D2), that showcase collabora-
tors’ activities and interactions with LLMs (DG3). Both the graph
and timeline visualizations are enriched with contextual data on
interactions between collaborators and LLMs (DG2). The Auxiliary
Toolkit (Figure 3-E) offers two key features: Notes/Tasks and Auto-
Summarization. The Notes/Tasks feature lets users annotate nodes
with their thoughts or comments and assign tasks, such as seeking
clarification or further exploration, to their partners, which aids in



GI’25, May 26–29, 2025, Kelowna, British Columbia, Canada Payandeh and Zhao

recalling and resuming tasks. (DG3). The Auto-Summarization fea-
ture generates summaries of the entire graph or specific clusters of
nodes using ChatGPT, helping users quickly review past activities
(DG1). Together, these features enhance awareness of task progress
and history, facilitating smoother transitions between tasks and
collaboration with LLMs.

All the features consist of LLM-specific aspects absent in tra-
ditional collaborative information-seeking tools or baseline LLM
interfaces (e.g., ChatGPT). The Conversation List employs LLM-
derived visual encodings (e.g., colored lines for user contributions),
unlike baseline LLM interfaces. The Chat Window uniquely ad-
dresses AI-generated content variability—a challenge unmitigated
in baseline LLMs—via Context-based Response Suggestions (blend-
ing user/cluster-specific LLM contexts) and Consistency Rate (se-
mantic similarity scoring to flag hallucinations). The Information
Graph View automatically maps relationships of LLM-derived con-
versations, transcending manual tagging or metadata-based linking.
The Temporal Activity View visualizes shifts in LLM conversa-
tional contexts over time, correlating AI interactions with collab-
orative progress. The Auxiliary Toolkit leverages LLMs for Auto-
Summarization of multi-conversation outputs, unlike static user-
authored notes.

4.2 SenseSync System
SenseSync is equipped with a collaborative group management
feature. Upon logging in, users need to specify a task title by clicking
on the icon. To switch between individual and collaborative
workspaces, users can click the icon. Additionally, they
can toggle the Conversation List ( ) or Chat Window (

) to manage the screen space each view occupies. In the
following, we introduce the main view components of SenseSync
in detail.

4.2.1 Conversation List. The Conversation List (Figure 3-A) is de-
signed to resemble OpenAI’s ChatGPT interface [36]. However, it
includes additional visuals, such as a static ID included as a pre-
fix in conversations’ titles to help collaborators locate and revisit
conversations in other views as well as colored lines beneath each
title, where pink represents the current user and blue indicates the
user’s partner. Also, the size of these lines indicates the relatedness
of a conversation to all the shared information in comparison to
other conversations. When users click or hover over a node in this
view, the corresponding conversation is highlighted across all other
views, making it simple to locate a specific conversation.

To measure relatedness, we first transform the information in
each conversation into high-dimensional vectors using OpenAI
embeddings. We then calculate the similarity between these vectors
using cosine similarity [54]. The relatedness of a conversation is
determined by the ratio of its average similarity to all other con-
versations, divided by the sum of the average similarities of all
conversations to each other.

4.2.2 Chat Window. While the Chat Window (Figure 3-B1 to B4)
is also designed to replicate OpenAI’s ChatGPT interface, it in-
corporates specific visual encodings and features tailored to each
workspace. In the individual workspace (Figure 3-B4), the
indicates whether a prompt or response is shared with others, with

the option for users to uncheck a pink checkbox to avoid sharing.
The Chat Window in the collaborative workspace (Figure 3-B1 to
B3 and Figure 7), consists of two primary features: Context-based
Response Suggestion and Consistency Rate.

Context-based Response Suggestion provides varied responses
to a specific prompt by leveraging different contexts derived from
combinations of nodes in the graph (Figure 3-B2). These contexts
include: 1) the conversation’s context, where the response is gen-
erated using only the information from the node currently being
viewed; 2) no context, which means providing no additional context
to the model, effectively treating the prompt as if answered without
any contextual input; 3) different users’ contexts, where the gen-
erated response is enriched by information from nodes associated
with various users to offer a diverse perspective; 4) all contexts,
where the model incorporates information from every node across
the entire graph; and 5) this cluster’s context, which consider nodes
within a specific cluster to generate responses. Users can set the ac-
tive response for a conversation to any of these different responses.
This selection affects the shape of the graph, as the node similarity
is calculated based on the chosen response.

Consistency Rate, displayed in the chat panel under an excla-
mation mark icon ( ) and on the graph using an orange bar
( ), reflects the similarity between different responses
generated by the Context-based Response Suggestion feature.

Users can interact with ChatGPT in three distinct ways: First,
they can create a new conversation, with the system positioning
it based on its similarity to other nodes. Second, they can start a
new conversation linked to an existing one by clicking on at
the top of the Chat Window. Third, they have the option to con-
tinue chatting within the same conversation. In this collaborative
workspace, users can view standard ChatGPT responses (B3), along
with a Context-based Response Suggestion (B2) and a Consistency
Rate.

4.2.3 Information Graph View. SenseSync employs a graph visu-
alization (Figure 3-C) with various visual encodings to highlight
overlaps and gaps, provides a holistic view as a starting point for
collaboration, and aids in conversations’ organization. First, solid
patterns and diagonal hatch patterns distinguish be-
tween individual and collaborative workspaces, respectively. Filled
circle shapes represent conversations, with the size of each
circle indicating the conversation’s relatedness to all of the shared
information (the whole graph) in comparison to other nodes. If the
circle’s shape is outlined , it means that the conversation has
been removed. Solid and dashed links between
two nodes illustrate their similarity or a semantic connection be-
tween them that has been made by the user, respectively. The links’
thickness and length signify the degree of similarity. If two nodes
are connected semantically to each other by the user, an arrowhead

demonstrates which conversation is connected to which. If
there are multiple nodes semantically connected to each other, this
arrowhead reveals the flow of exploration (see Figure 7-a). A dashed
border highlights conversations being hovered over by the
mouse.

When hovering over some visual objects, the same visual encod-
ing appears across the Conversation List and Temporal Activity



SenseSync GI’25, May 26–29, 2025, Kelowna, British Columbia, Canada

View as well. For example, hovering over a node in the graph illus-
trates where each encoding appears in other views (Figure 3). This
uniformity aids users in locating objects across different views. Also,
hovering over a node reveals contextual data, including the consis-
tency rate, the number of prompt/response pairs in the conversation,
the full titles of the prompts, and the date the conversation was
issued (Figure 3-C).

To position nodes on the graph, we first generated embeddings
from conversations using OpenAI embeddings and then applied
MultiDimensional Scaling (MDS) [20] to perform dimensional-
ity, projecting the 1536-dimensional vectors into 2-dimensional
ones that determine the nodes’ positions. We then employed D3-
force[35] to fine-tune the nodes’ positions, ensuring a clear and
organized layout for collaborative work. Additionally, to indicate
the relationship between nodes, we set a similarity threshold em-
pirically; nodes with similarity scores exceeding the threshold are
linked on the graph.

4.2.4 Temporal Activity View. SenseSync equips timeline visualiza-
tion (Figure 3-D1,D2,D3) consists of: a minimap (Figure 3-D1) and a
zoomed view (Figure 3-D2). The minimap shows the overall pattern
of collaborators’ activities, including the date and time when they
issued a conversation, left a Note, assigned a Task, or generated
an Auto-summarization, by considering a line to each user colored
with the users’ identity color. It shows if a conversation, Note, Task,
or Auto-summarization is removed by outlining that element visu-
ally. Also, it reveals the point in time when a user was working on
the search task by setting the line opacity to full intensity. Lastly,
it indicates when users worked on each other’s nodes by drawing
the user’s line close to and parallel with the other user’s line (Fig-
ure 3-D1,D2). The system considers a user worked on others’ nodes
if a user semantically connected a node to another user’s or they
chatted with LLM in a node that is related to another user.

A viewport (Figure 3-D3) is included in the minimap, which
users can drag horizontally to reveal details in the zoomed view,
such as titles of conversations, notes, tasks, or summaries. Hovering
over an element reveals contextual data, including the number of
prompt/response pairs in that conversation, the full titles of the
prompts, the date the conversation was initiated, and the element’s
representation in both the Graph and Conversation List.

4.2.5 Auxiliary Toolkit. This view includes two features: Notes/Tasks
and Auto-summarization, all of which are unified into a single com-
ponent at the implementation level and shown in one single list
(Figure 3-E). A different icon is designed for each feature, with filled
icons specifying items as not done ( ) and outlined ones
as done ( ). A hand icon indicates if a task is
assigned to the current user. Users can view the details of these
activities (Figure 3-E2 and E3) by clicking on them from the list.
To add Notes, Tasks, or Auto-summarizations, users can click the
yellow-outlined buttons (Figure 3-E1). Summaries are generated
using the LLM on different levels, including the whole graph (if
no node is selected) and a cluster (if nodes are selected). Users can
mark Notes, Tasks, or Auto-summaries as done, remove them, or
close the details section using .

4.3 Usage Scenario
Suppose that David and Sarah, two university students, are collab-
orating on a report about the “Ethical Implications of AI” for their
course project. Due to conflicting schedules, they decide to use Sens-
eSync to support asynchronous collaborative information-seeking
process of writing the report (Figure 1).

1) David’s individual exploration. David begins by using the Chat
Window to start a conversation with ChatGPT, asking, “What are
the different aspects of AI ethics?” (Figure 3-B4). The system gener-
ates a response, [C1], which is represented as a node in the Infor-
mation Graph View. He follows up with two additional prompts, re-
sulting in three nodes: [C1], [C2], and [C3]. David notices that [C1]
and [C2] are connected, indicating a strong relationship between
the nodes. However, [C3], titled “Ethics govern moral behavior and
decision-making,” is not connected to the other two nodes and is
represented by a small circle, suggesting it is less relevant. As a
result, David decides to unshare [C3] so it will not appear in the
collaborative workspace.

2) Sarah’s individual exploration. Later, Sarah begins her exploration
by asking, “What are the unethical aspects of AI?”—a broad prompt
similar to David’s, but focused on the negative aspects. After fol-
lowing up with an additional prompt, two new nodes, [C4] and
[C5], appear in the Information Graph View.

3) Sarah’s exploration in the collaborative workspace. Once Sarah
completes her individual exploration, she decides to review David’s
findings and compare them with her own. Switching to the collab-
orative space, she notices that David’s nodes, [C1] and [C2], are
connected to her nodes, [C4] and [C5]. This overlap reveals that
[C4] is highly similar to both [C1] and [C2]. However, [C5], while
connected to all other three nodes, is farther from the others, indi-
cating less similarity. Curious about [C5], Sarah clicks on it to read
the corresponding ChatGPT response and discovers a new aspect
of AI ethics: “AI for Environmental Monitoring and Protection.”
Uncertain about the validity of this information, she assigns a task
to David, asking him to explore this aspect further.

4) David’s exploration in the collaborative workspace. When David
logs back into SenseSync, he opens the collaborative workspace to
see the graph, now showing both his and Sarah’s findings. Short on
time, he uses the Auto-Summarization feature to get an overview
of the shared information (Figure 3-E2). Looking at the Auxiliary
Toolkit list, David notices the , indicating that Sarah has
assigned him a task titled “further explore.” Clicking on the task
(Figure 3-E3), he reads that Sarah wants him to investigate the
validity of the “AI for Environmental Monitoring and Protection”
aspect, which is associated with node [C5]. After reviewing [C5]
and understanding Sarah’s uncertainty, David prompts with “What
is AI for Environmental Monitoring and Protection?” to investigate
further (Figure 3-B3). The system shows a high Consistency Rate,
suggesting the response is trustworthy. To be sure, David reviews
the Context-based Responses and concludes the information is
reliable. He adds a note titled “This is trustworthy” to inform Sarah
of his findings. Figure 1 shows how Information Graph View looks
at this stage from David’s perspective.
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Figure 4: Study task design for simulating asynchronous
collaboration, where different colors distinguish the partici-
pants working together.

5) Further exploration and collaboration. David and Sarah continue
to collaborate through additional phases. To recall and resume
their task, they utilize the Information Graph View and Temporal
Activity View. As an example, Figures 3-C and 3-D illustrate how
the workspace looks to David. SenseSync enabled David and Sarah
to become familiar with various aspects of the ethical implications
of AI, gain a deeper understanding of each, and choose key and
reliable aspects to incorporate into their report.

5 SUMMATIVE STUDY
We conducted a summative study to investigate whether SenseSync
can support the challenges identified in the formative study and
learn about the strengths and weaknesses of the system.

5.1 Participants
Through mailing lists of a local university, we recruited fourteen
participants (seven pairs; seven men and seven women; aged 20-39),
of which eight were PhDs and six were Master’s. Of all the partici-
pants, eight (four pairs) were involved in the formative study. We
invited them back to see if they believed their challenges would
be addressed by SenseSync or not. The six new participants (three
pairs; twomen and fourwomen; aged 23-39; four PhDs and twoMas-
ter’s) were recruited using the same inclusion criteria and recruit-
ment procedure as for the formative study. Of all the participants,
five specialized in Software Engineering, four in Human-Computer
Interaction, two in Artificial Intelligence, one in Data Engineering,
one in Bioinformatics, and one in Transportation Engineering (not
Computer Science). Regarding their use of LLMs, seven reported
using them “multiple times a day,” one “once a day,” four “several
times a week,” and two “once a week.” Participants’ experience with
collaborative tasks ranged widely from “a lot” to “not much,” with
the majority having “quite a bit” or “a fair amount.” The study was
approved by the institutional research ethics office.

5.2 Task and Procedure
The study task was designed to simulate asynchronous collabora-
tionswith each pair of participants. It was a collaborative information-
seeking task using SenseSync for two different topics (Appendix B),
which were then divided into individual and collaborative explo-
ration phases [48]. Specifically, for each pair, one participant expe-
rienced four distinct phases: 1) individual exploration of the first
topic, 2) individual exploration of the second topic, 3) collaborative

exploration of the first topic, and 4) collaborative exploration of
the second topic. Meanwhile, the other participants followed the
exact same process, but during each phase, they worked on the
other topic simultaneously (Figure 4). This setup not only simu-
lated asynchronous collaboration but also eliminated the need for
participants to wait for one another to complete work on a specific
topic. Moreover, it enabled the collection of twice as many data
points from their interactions during each phase.

The study was conducted via video conferencing software with
each pair of participants. After signing the consent form, partici-
pants were introduced to the task. Then, participants were given a
training video and task to familiarize themselves with all the func-
tionalities of SenseSync. They were then asked to select two topics
from five randomly chosen subjects spanning diverse domains (e.g.,
ethics of AI and advanced materials for space exploration), ensuring
that the topics were unfamiliar to them. This was crucial for en-
suring that the information-seeking tasks required complex search
strategies and exploratory behaviors. Next, participants performed
the task in the structure mentioned above. They were allocated 5
minutes for each individual phase and 10minutes for each collabora-
tive phase. Participants were instructed not to communicate directly
with each other while performing the tasks and were required to
use SenseSync’s collaboration features for communication. Upon
completion of the task, participants completed a questionnaire con-
sisting of questions from UES-SF [33] to measure user engagement,
along with additional questions to assess the perceived helpfulness
of SenseSync’s features. All questions were rated on a 7-point Likert
scale [32]. Finally, a semi-structured interview was conducted with
each pair of participants to collect qualitative feedback. The topics
included general impressions and how SenseSync addressed the
challenges identified in the formative study. The interviews were
audio-recorded and the interactions with various components of
SenseSync were logged. The whole study session lasted about 90
minutes and each participant received $25 for their time and effort.

6 RESULTS
We transcribed all interview sessions and applied deductive coding
using NVIVO [7] to identify 180 codes, each corresponding to a
specific research question. In the following, we first report the
general impression of SenseSync and then discuss both quantitative
and qualitative results in the context of the four themes guided by
the challenges (C1-4) identified earlier, where old participants are
denoted as P1-8 and new participants as N1-6.

6.1 General User Experience
Overall, participants felt that SenseSync was a useful tool to support
collaborative information-seeking tasks with the involvement of
LLMs. Figure 5 presents participants’ ratings on different aspects
of SenseSync, with most median ratings being 6 or higher. Ratings
to each UES question as well as the average of UES scores (𝑀𝐷 = 6,
𝐼𝑄𝑅 = 0) show that SenseSync was highly user-engaging. This is
further confirmed by the interaction statistics shown in Figure 6,
which illustrate participants’ interactions with all key components
of SenseSync.

Notably, Figure 6 reveals that both the average number of inter-
actions and the time spent on the task increased from the first to
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Figure 5: Participants’ ratings based on a questionnaire including the UES-SF [33] to measure user engagement, and additional
questions to evaluate the perceived helpfulness of SenseSync’s features. The UES-SF questionnaire covers four aspects: Focused
Attention (FA), Perceived Usability (PU), Aesthetic Appeal (AE), and Reward (RW).

the second phase of collaboration. This increase occurred as partic-
ipants had more to work on, such as nodes, tasks, and notes, which
increased their engagement with the key features. The data sug-
gest that all key components were interacted with by participants,
particularly Graph Visualization, Timeline Visualization, Context-
based Responses, Auto-summarization, and Temporal Notes/Tasks.
While the Graph Visualization was utilized in both individual and
collaborative phases, participants used it significantly more during
the collaborative phases. This difference highlights the graph’s use-
fulness when conversations from multiple users are displayed, en-
abling participants to better understand the relationships between
their findings. The Timeline Visualization, specifically designed for
the collaboration phases, revealed a distinct usage pattern across
two collaboration phases: Phase 3 – Collaboration and Phase 4 –
Collaboration. Participants used this visualization more in the latter
phase. This aligns with observations that, during the first collab-
oration phase, participants were encountering the collaborative
space for the first time. At this stage, they were more curious to
explore relationships between their findings and those of others
using the graph, as well as assign tasks or notes. In contrast, by
the second collaboration phase, the shared conversation had al-
ready been reviewed by their partners, and some tasks and notes
had been assigned. As a result, participants increasingly relied on
Temporal Visualization to understand the contextual information
behind those tasks or notes, which provided them with valuable
insights into their partner’s thought process.

Both returning participants and new participants highlighted
distinct aspects of SenseSync’s utility in collaborative tasks. Return-
ing participants, reflecting on their prior challenges, emphasized
improvements in usability and workflow coherence. “Compared to
last time, this is wonderful. Last time was a complete loss, but this
time the UI is pretty nice, and everything goes through smoothly.” -P8

Newcomers, while lacking comparative context, focused on the sys-
tem’s exploratory affordances, with one noting, “I think the overall
experience is very interesting because the diagram motivates me to
explore more since it dynamically changes. I would like to see more
changes by interacting with it.” -N5

6.2 SenseSync Helps Explore, Organize, and
Leverage LLM-mediated Information (C1)

The Graph Visualization was rated highly intuitive by participants
(𝑀𝐷 = 6, 𝐼𝑄𝑅 = 1). Figure 6 shows that participants engaged
with the graph during both individual and collaborative phases.
We can observe that they interacted with the graph during both
collaborative phases but this occurred in only half (14 out of 28)
of the individual phases. Participants mentioned that they had not
had a chance to dive in the connections in the obtained information
due to the short amount of time allocated for the individual phases.

Moreover, they thought the graph to be useful in identifying
overlaps (𝑀𝐷 = 6, 𝐼𝑄𝑅 = 0). They noted that knowing about over-
laps before reviewing their partner’s LLM-generated information
would save time by avoiding redundant reading. “I find this function
very useful, as there are many similar questions and answers, and I
don’t have time to read all of them.” -P1 Participants also rated the
graph to be helpful in identifying gaps (𝑀𝐷 = 6, 𝐼𝑄𝑅 = 0.5) in two
main ways. First, reviewing similar information from their partner
helps identify new aspects to explore: “Based on the nodes connected
to mine, I also found that there are some interesting topics that I hadn’t
discovered.” -P1 Second, observing disconnected clusters of nodes
reveals potential missing links: “There were four separate graphs.
By noticing the structure of the graph, you could think about how
something might connect these separate graphs into a single unified
graph.” -P2 In addition to the graph, some participants mentioned
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Figure 6: Visualization of participants’ interaction logs across four plots, each representing a task phase. The x-axis labels
([X]-[Y]Topic) indicate the participant ID (X) and first or second topic (Y). The y-axis shows the time spent by each participant
on each topic. Data points, which signify interactions such as clicking or hovering, are color-coded based on the SenseSync
components interacted with. The total number of interactions is shown at the end of each row. Examples of general components
include task selection and workspace switching.

that auto-summarization helped them to identify the overlaps: “By
summarizing everything, I could see most of what P3 had asked.” -P4.

Participants rated the graph as helpful for collaborative explo-
ration with LLMs (𝑀𝐷 = 6, 𝐼𝑄𝑅 = 0.5). This exploration can be
enabled in four ways. Figure 7 presents examples of graphs created
by participant pairs, highlighting various exploration strategies and
patterns in shared information. First, they mentioned that being
able to identify gaps using the graph helped them determine which
aspects required further exploration: “The graph helped me identify
explored topics and focus on gaps with fewer connections between
nodes.” -P2. Second, they found that SenseSync improved prompting
by allowing them to view and be inspired by others’ prompts: “The

fact that I can see what P3 is asking, and then ask follow-up questions
myself, while she can see what I am asking and design her prompts
similarly, is very helpful.” -P4 Third, seeing connections between
collaborators’ nodes highlighted relevant information and encour-
aged further exploration: “When I see my partner’s nodes connected
to mine, it suggests her content might relate to my ideas, motivating
me to explore her conversation and find new directions that could
integrate with my own work.” -N6. Lastly, some participants stopped
exploring upon seeing overlaps to save time. “If a lot of people use
the system, I think there will be a significant decrease in repeated
work.” -P2
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(a) (b) (c) (d)
Figure 7: Examples of graphs created by participant pairs using SenseSync, showcasing diverse patterns in the shared information.
(a) P3 and P4, Topic 1: Depth vs. breadth in exploration. (b) N5 and N6, Topic 2: Further exploration of an isolated node in the
collaborative workspace connects it to a cluster of nodes. (c) N1 and N2, Topic 2: Revealing the convergence in information
shared by collaborators. (d) P7 and P8, Topic 1: Revealing the divergence in information shared by collaborators

6.3 SenseSync Enhances the Interpretation of
Others’ Work with LLMs (C2)

Participants agree that the contextual data integrated into the Graph
and Timeline Visualizations was helpful in grasping others’ under-
standing of LLM-generated information and collaborative work
(𝑀𝐷 = 6, 𝐼𝑄𝑅 = 1). There are different types of contextual data
that helped them in this regard.

First, knowing about the prompts in addition to the information
generated and enabling users to view this information by hovering
over the nodes in the graph helped them better understand their
partner’s generated information: “I will be more curious about the
prompting strategies she used. I will hover over each of the nodes to
see her previous prompts and understand them better.” -N6 Second,
the chain of prompts used for generating information, visualized
as the flow of nodes using the dashed lines on the graph (Figure 7),
was helpful for them to understand each other’s thought process: “I
like the dashed part with the arrows; it was good that they show direc-
tion, indicating which one was created first and how the information
is related.” -N3 Third, while the consistency rate was primarily in-
tended to help users assess their trust in LLMs, a surprising finding
emerged. Participants used the consistency rate to determine if they
had a similar understanding with their partner. If most bars across
different nodes indicated a high consistency rate, it suggested that
the contexts were aligned, meaning collaborators might explore
the topic similarly: “ I like the bar on the graph because it’s clear
and intuitive. High scores show that we’ve reached a consensus and
that the content is consistent.” -N6 Fourth, participants found the
date of issuing conversations or notes—encoded by their position in
the Timeline Visualization—helpful for understanding the reasons
behind their partner’s decisions: “By looking at the timeline, I noticed
that P1 shifted his focus from Canada to Taiwan. I used the timeline
to see when and why he changed his mind.” -P2 Lastly, participants
found the overlapping lines in the timeline visualization, which
indicates if a user worked on their partner’s nodes, particularly help-
ful for understanding user activities and following their thought
processes to explore new directions: “When I see the straight lines
followed by overlaps with other users’ lines, I become curious about
the cause of these overlaps. I then look into the specific notes on the
Timeline Visualization to see if I can find any new direction.” -N6

6.4 SenseSync Eases Activity Switching,
Recalling, and Resuming (C3)

Participants rated the Timeline Visualization as highly intuitive
(𝑀𝐷 = 6, 𝐼𝑄𝑅 = 1). They rated both the Timeline Visualization
(𝑀𝐷 = 6, 𝐼𝑄𝑅 = 1.5) and the notes/tasks feature (𝑀𝐷 = 6, 𝐼𝑄𝑅 = 3)
highly useful in making them aware of their own and others’ activ-
ities, and interactions with LLMs over time. In specific, regarding
switching tasks, P5 noted, “A bit later on, after I had done my re-
search, I gave myself a task. Once I was done, and then I came back
to the task.” P6 commented on recalling activities, “I can use the
Timeline Visualization to understand what was my thought process.”
For resuming tasks, P1 mentioned, “The timeline is useful because
whenever I go back to the task, I can see a kind of summary of what
the partner’s activities have been.” -Lastly, they thought these fea-
tures helped them track subtopics during the collaboration. “ We
decomposed the task into subtopics, with each person working on one.
The timeline helped track the progress of these subtopics.” -P1

Participants also highlighted other scenarios where the Timeline
Visualization proved useful. For instance, when there are no time
constraints for task completion: “I would like to click into her past
conversations and skim through what GPT’s answers were” -N6; when
the task is a long-term multi-session one: “If we were researching a
topic together and then continued at the end of the month, we might
come to different conclusions by then, as we would be researching
differently” -P4; when more than two collaborators are contributing:
“Maybe there are more than two people, perhaps ten, collaborating
with each other. In that situation, this system might be more helpful” -
P4; and for synchronous tasks: “I could see that the timeline is a bit
more useful in a synchronous setup” -P2.

6.5 SenseSync Facilitates the Assessment of
LLM-generated Information (C4)

Participants rated the consistency rate provided in SenseSync as
highly helpful in assessing their trust in LLM-generated informa-
tion (𝑀𝐷 = 6, 𝐼𝑄𝑅 = 1). They mentioned it notified them when the
information might not be trustworthy: “The percentage helps you un-
derstand when you have doubts that the answer you’re reading from
ChatGPT is not what you expect.” -N3 After getting notified about
potential trustworthiness issues, they also mentioned they would
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verify the information either by asking the LLM for further clari-
fication or by assigning the task to their partner: “The percentage
helped me decide whether I should go for another prompt [for verifi-
cation purposes], or assign a task to the partner based on that.” -N3
In addition, P1 thought that if the information was about a factual
topic, validation is necessary: “I would say that the consistency rate
is helpful when there are a lot of factuals or validations.” -

Also, participants rated the context-based response suggestion
as useful in assessing their trust in LLM-generated information
(𝑀𝐷 = 6, 𝐼𝑄𝑅 = 1.5). Figure 6 reveals that the participants interact
with this feature in more than half of the participant-topic pairs
conditions (17 out of 28). We found that a low consistency rate moti-
vate the participants to use the context-based responses suggestion.
They said if they saw a clue in the responses and feel the response
generated by LLMs was not trustable, they could read alternative
responses generated using other contexts to see if they could trust
or not. “I could not fully trust the system because in its answer it
used the word ‘potential,’ which felt like a possible AI hallucination.
I followed up by reviewing the context and other responses to verify
responses remained consistent.” -P5

However, a surprising perception of the consistency rate was
observed from participants. Some participants noted that they pre-
ferred not to read all responses with varying contexts to save time:
“If this number is low and I don’t have time to read the responses, this
number could help me skip some of them. I was receiving so many
questions and answers.” -P1 In this case, a low consistency rate can be
a signal of potential new useful information and participants would
be motivated to explore the other responses to uncover valuable
insights: “If there is anything new, especially when the consistency
scores are comparatively lower than those for other questions, then I
know there might be some new content appearing in the collaborative
space. I think that lower consistency scores actually motivate me to
click into those responses.” -N6

7 DISCUSSION
7.1 Reflections
From our study, we have learned several insights into collaborative
information-seeking when LLMs are actively involved. One of the
main observations is that when using LLMs, the challenges in col-
laboration are amplified. This is because LLMs can generate diverse
information based on different prompts and contexts. When collab-
orators engage in exploratory browsing—where they are unsure of
what exactly they are looking for or how to effectively search for it—
they often rely on LLMs to explore the topic. This process, however,
generates a large volume of information, making it time-consuming
to digest the information and collaborate. The interactive graph
in SenseSync facilitated participants in this regard by connecting
similar information, allowing them to focus on unique or dissimilar
information. This was further empowered by the Context-based
Responses to uncover new information and the Consistency Rate
to determine if there is new information.

Additionally, it becomes harder to understand others’ interpre-
tation of the LLM-generated information, without contextual data.
Contextual data integrated into the Graph Visualization such as
prompts, the number of prompts, the flow of conversations, and the

consistency rate, as well as Timeline Visualization, such as overlap-
ping users’ lines and dates of issuing conversations and notes, were
found to be helpful in understanding others’ thought processes,
information, and collaborative work. However, our exploration of
the effective features is just a start, and tools that effectively track
and manage the generated information and their context need to
be developed.

The lack of trust in LLMs, worsened by the higher risk of hallu-
cinations in diverse conversational contexts, has signified another
challenge in our study. Collaboration helps users spot inconsis-
tencies in LLM responses and assess similarities. The integrated
consistency rate in SenseSync flagged potential hallucinations by
comparing response consistency across varied contexts, with con-
sistent responses indicating potential trustworthy information. It
would be interesting to investigate how the consistency rate and
context-based response suggestions can be further enhanced to
offer more comprehensive benefits to collaborators.

7.2 Potential Use Cases
SenseSync’s design principles and features make it adaptable to
diverse collaborative scenarios involving LLMs. We list some exam-
ple use cases below, however, we believe SenseSync may be useful
for a wider range of scenarios.

Graduate students or interdisciplinary research teams often col-
laborate on complex topics (e.g., climate change mitigation strate-
gies or AI ethics) requiring extensive literature reviews and synthe-
sis of diverse perspectives. SenseSync’s dynamic graph can visualize
overlapping insights from teammembers’ LLM queries (e.g., “ethical
frameworks for AI governance”), while the timeline tracks itera-
tive explorations. The consistency rate helps flag conflicting LLM
responses (e.g., differing definitions of “AI transparency”), prompt-
ing cross-validation. The auto-summarization and task assignment
features are streamlined, enabling teams to efficiently compile the
findings into cohesive reports.

Market research teams analyzing emerging trends (e.g., con-
sumer behavior shifts in renewable energy adoption) can use Sens-
eSync to coordinate asynchronous inquiries across global teams.
The graph identifies gaps between regional insights (e.g., “solar
panel adoption rates in Europe vs. Asia”), while the timeline reveals
temporal patterns in data collection. Contextual prompts (e.g., “How
did inflation impact EV sales in 2023?”) and consistency checks en-
sure reliable inputs for strategic decision-making. Notes and task
features facilitate handoffs between analysts, reducing redundancy
and aligning stakeholders on actionable insights.

Medical teams managing rare disease diagnoses or treatment
protocols could employ SenseSync to harmonize LLM-generated
evidence (e.g., “latest CRISPR therapies for genetic disorders”). The
graph highlights consensus or discrepancies in literature summaries
(e.g., conflicting drug efficacy studies), while the timeline tracks di-
agnostic milestones. Clinicians can assign tasks (e.g., “verify side ef-
fects of Drug X”) and use consistency rates to prioritize trustworthy
sources. This fosters shared understanding among specialists (e.g.,
oncologists, pharmacologists) despite asynchronous workflows, im-
proving patient outcomes through coordinated, evidence-based
care.
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7.3 Limitations and Future work
Our work is not without limitations. First, while we showed Sens-
eSync’s value in two-user collaborations with simple graphs over
limited durations, its scalability—such as support for larger datasets,
extended timelines, or multi-user scenarios—remained uninvesti-
gated. Collaborative systems often require handling evolving use
cases where visualization density or interaction inefficiencies could
compromise usability. In such situations, both Graph and Timeline
Visualizations may require more granular optimizations to maintain
clarity and utility. To address this, Graph Visualization could in-
corporate dynamic scaling, hierarchical clustering, and interactive
filtering to manage complexity, alongside progressive disclosure to
reduce overload. For Timeline Visualization, integrating aggregated
activity in minimaps and zoomable views could balance detail and
overview, while redesigning layouts to accommodate additional
users. These enhancements, coupled with future studies in complex
scenarios, would strengthen the system’s scalability and real-world
applicability.

Second, our study design constrained the participants to com-
plete tasks within certain time limits. While in reality, similar situa-
tions can occur during time-sensitive tasks, the time constraint for
the exploration phases may restrict participants’ ability to fully ex-
plore the topics and utilize all the features of the system. Therefore,
our insights and observations from the results might be limited.
Future studies could address this by extending the task duration to
facilitate more thorough exploration and interaction, especially the
behaviors working with LLMs.

Third, due to the study design, participants conducted all the
tasks within a single session and between two users, which may
not have captured the complete dynamics of real-world multi-user
multi-session collaborative information-seeking with LLMs. Future
research should consider how the system supports collaboration
over extended periods, with multiple sessions and evolving in-
formation needs, in the wild with a deployment study. Moreover,
while SenseSync is designed to support asynchronous collabora-
tion scenarios, many of its features and visualization are useful for
synchronous collaboration as well. However, we have not studied
this case because our focus in this research is remote asynchronous
collaborative information-seeking, which more frequently happens
in our real-world tasks [63]. It would be interesting to conduct
further studies on assessing how well SenseSync supports real-time
synchronous collaboration with LLMs involvement and identifying
additional challenges in such scenarios.

Fourth, SenseSync currently uses an empirically determined
threshold for linking the nodes in the graph visualization. How-
ever, setting a proper threshold can be difficult. A lower threshold
may result in an excessive number of connections, potentially over-
whelming users, while a higher threshold could overlook significant
overlaps. Future research should focus on exploring adaptive ap-
proaches that adjust the threshold based on factors such as the
number of nodes or the complexity of the topics.

Last, while the promoted conversational context data in Sens-
eSync was useful for participants to understand others’ work, es-
tablishing the optimal number of nodes to provide as context for
generating responses poses a challenge. Having fewer nodes for
generating the context may not be able to offer enough information

for participants to utilize. Including more nodes may enhance the
validity of the generated information, but could lead to reduced
user experience due to longer processing times. Future research
should investigate methods for determining the ideal amount of
context needed for LLMs to generate responses that effectively
balance performance and accuracy.

8 CONCLUSION
This paper has presented a formative study on examining the chal-
lenges of collaborative information-seeking involving LLMs, which
are influenced by the diverse contexts in which AI is used for infor-
mation generation. To support users facing these challenges, we
designed and developed SenseSync, an interactive system featur-
ing a dynamic graph and a timeline visualization, both enriched
with LLM-specific contextual data. This combination, which also
includes specific features designed to enhance the collaborative
experience, allows users to explore the collaborative conversation
with LLMs across different time spans. Through a summative study,
we gained insights into how users utilized SenseSync to address
these challenges, which led to implications for designing future
tools that utilize LLM-specific contextual data to enhance collabo-
rative information-seeking experience.
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A FORMATIVE STUDY DETAILS
A.1 Participant Characteristics

Table 1: Typical tasks for LLM usage by participants.

Task Category Sub-category # of Participants

Writing General writing 5
Grammar correction 4
Paraphrasing 3
Outlining 1

Information-seeking Clarification 4
Learning 2
General IS 1
Travel planning 1

Programming General programming 6

Data analysis General data analysis 1

Purple represents information-seeking tasks.

Table 2: Typical collaborative tasks by participants.

Use of LLMs Task # of Participants

Without Course projects 4
Programming 2
Research 1
Writing a document 1

With Learning 1
Programming 1

Purple represents information-seeking tasks.

A.2 Topics
They were instructed to choose one of the following topics that
they found challenging to explore and were uncertain about.
• Global health challenges
• Ethics of artificial intelligence
• Quantum computing applications in everyday life
• Advanced materials for space exploration
• Renewable energy sources

A.3 Tasks
In a collaborative information-seeking endeavor, imagine your team,
consisting of you and your partner(s), has been tasked with explor-
ing and finding information on [TOPIC] for a presentation to
your company’s manager. Utilizing ChatGPT as your main tool to
gather relevant data and insights, Zoom as a communication tool,
and another tool for saving, sharing, and organizing the conver-
sations from ChatGPT with your partner (such as Google Docs),
your team’s goal is to gather comprehensive information on various
[TOPIC]. As a general guideline for the task, you should begin by
individually working with ChatGPT to gather initial insights (for
about 10 minutes). Following this, share your findings with your
partner and continue the exploration collaboratively (for about 20
minutes).

A.4 Interview Questions
A.4.1 Main Questions.

1. What are your general thoughts and insights?
2. Can you identify any significant challenges you encountered?
3. What were possible system requirements/features you felt were

necessary to enhance your collaboration and task completion?
4. - I’ll list some of the sub-tasks you’ve performed. I’d like to

hear about your approach, any difficulties you encountered, and
any suggestions or requirements you have for improving each
subtask:
• Sharing of individual conversations with your partner
• Aggregation of individual conversations
• Sharing understanding and thought processes
• Collaboratively evaluation of shared findings
• Identifying overlaps and gaps to be able to achieve your goal,
after the aggregation of the conversations

• Collaborative navigation and exploration
5. Do you have any further thoughts and insights? Additionally,

do you have any suggestions for enhancing task completion?

A.4.2 Example Follow-upQuestions).

1. Do you believe that metadata (data about the conversations with
ChatGPT), such as the time or the order of conversation issuance,
can help you make sense of other users’ findings? If yes, can you
think of any types of metadata that would be helpful?

2. How do you perceive the effectiveness of incorporating various
data types (such as images, voice recordings, URLs) or struc-
tures (like tables, lists) in sharing of the understanding of the
information?

3. Suppose you need to collaborate with your partner to achieve
your goal over a long period and multiple sessions. What would
be your approach to resuming the task effectively? What chal-
lenges do you think you would face?

B SUMMATIVE STUDY DETAILS
B.1 Topics
Participants were instructed to select two topics from the provided
list that they found challenging to explore. If they had participated
in the formative study, they were advised not to select the same
topic they had chosen during that study.
• Global health challenges
• Ethics of artificial intelligence
• Quantum computing applications in everyday life
• Advanced materials for space exploration
• Renewable energy sources

B.2 Tasks
In a collaborative information-seeking endeavor, your team, con-
sisting of you and your partner(s), has to utilize a system to perform
a task about exploring and finding information on various aspects
of a topic that you need for a report. The task consists of two
phases (individual and collaborative exploration) and you do this
task with two different topics. Here is the general procedure of the
study: Explore the first topic, individual phase (5 minutes) Explore
the second topic, individual phase (5 minutes) Explore the first
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topic, collaborative phase (10 minutes) Explore the second topic,
collaborative phase (10 minutes) During either the individual or
collaborative phases of the task, you are not allowed to talk to each
other. However, during the collaborative phase of the task, you
need to use the collaboration features of the system to coordinate
with your partner. Later in the study procedure, you need to choose
two topics.

B.3 Post-task Questionnaire
Participants were asked to respond to each question using a 7-point
Likert scale, ranging from Strongly Disagree (1) to Strongly Agree
(7), to indicate the extent to which they agreed with the statements.
1. I lost myself in this experience.
2. The time I spent using the interface just slipped away.
3. I was absorbed in this experience.
4. I felt frustrated while using this interface.
5. I found this interface confusing to use.
6. Using this interface was taxing.
7. This interface was attractive.
8. This interface was aesthetically appealing.
9. This interface appealed to my senses.
10. Using the interface was worthwhile.
11. My experience was rewarding.
12. I felt interested in this experience.
13. The visual representations of data in the “Graph Visualization”

are intuitive.
14. The “Graph Visualization” is helpful for identifying overlaps.
15. The “Graph Visualization” is helpful for identifying gaps.
16. The “Graph Visualization” is helpful for further exploration.
17. The “Context-based Response Suggestion” is helpful for further

exploration.
18. The visual representations of data in the “Temporal Visualization”

are intuitive.
19. The “Temporal Visualization” is helpful for understanding others’

activities.
20. The “Temporal Visualization” is helpful for resuming the task.
21. The “Temporal Note Taking/Task Assignment/Summaries” is

helpful for understanding others’ activities.
22. The “Temporal Note Taking/Task Assignment/Summaries” is

helpful for resuming the task.
23. The “consistency Rate” is helpful for assessing ChatGPT-generated

responses.
24. The “Temporal Note Taking/Task Assignment” is helpful for

assessing ChatGPT-generated responses.

B.4 Interview Questions
1. What are your general thoughts and insights regarding your

experience with the system and performing the task?
2. How did you find the system in helping you make sense of your

and your partner’s findings?
3. Were you able to identify the overlaps between your partner’s

findings and your own using the system? Why or why not?
4. Were you able to identify the gaps between your partner’s find-

ings and your own using the system? Why or why not?

5. Were you and your partner able to explore new information or
areas that needed further investigation using the system? Why
or why not?

6. How did you find the Context-based Response Suggestion feature
in supporting your exploration?

7. How did the visual elements in the graph related to the contex-
tual data specific to LLMs (e.g., the number of prompt/response
pairs in a conversation or consistency rate) support you make
sense of the information specific to LLMs? Why did or why
didn’t?

8. How did you find the system in supporting collaborative work?
9. Were you able to gain a good understanding of your partner’s

activities? Why or why not?
10. Were you able to resume the task during the collaborative phase?

Why or why not?
11. How did the visual elements in the temporal visualization related

to the contextual data (e.g., the order and date that conversation
or notes/tasks/summaries initiated) support you to resume your
task? Why did or why didn’t?

12. How did you find the system in supporting your assessment of
ChatGPT responses?

13. How did the consistency rate affect your assessment of the Chat-
GPT responses? Please explain.

14. Were you able to utilize the note-taking/task assignment feature
to assess the ChatGPT responses? Why or why not?

15. Is there anything that the system can improve?
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