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Abstract

Programmers now use both generative AI (GenAI) and traditional

web search for information-seeking, yet how these tools are used

individually or in combination remains unclear. To answer this,

we conducted a multi-phase investigation, including retrospective

interviews to identify foraging behaviours and challenges and an

observational study with a technology probe to analyze how contex-

tual information flows across tools. Our findings reveal that effective

information-seeking requires adaptable strategies and varying lev-

els of contextual detail. Building on these insights, we propose five

design dimensions for developing tools that integrate web search,

GenAI, and code editors. We further demonstrated the generative

power of these design dimensions with a proof-of-concept proto-

type, validated through a user study, offering actionable design

implications for enhancing integrated information-seeking work-

flows across web search and GenAI in programming.

CCS Concepts

• Information systems → Web searching and information dis-

covery; • Human-centered computing → Interaction paradigms;
Empirical studies in HCI.
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1 Introduction

Programmers invest significant time in seeking and synthesizing ex-

ternal information to address programming tasks [57]. Traditionally,

they have relied on web search to gather the necessary informa-

tion [6, 35]. Recently, advances in generative AI have introduced

an alternative approach. Programmers can type in more complex

queries in natural language and generate tailored solutions [55].

Despite the convenience of GenAI-based information seeking,

issues such as hallucinations, misinformation, and lack of trans-

parency pose significant challenges that prevent programmers from

fully relying on these tools [33, 37, 39, 60]. To address these issues,

techniques such as retrieval-augmented generation (RAG) have

been proposed to contextualize GenAI with web search results,

enhancing factuality and reliability [42, 67]. At first glance, this

approach appears to “solve” the problem by enabling programmers

to find answers more quickly, with cited sources available for fact-

checking. However, this approach overlooks a critical aspect of

the information-foraging process [51, 64]. This process, in which

programmers manually search, collect, and organize information

from diverse sources, is crucial for building domain knowledge,

developing problem-solving mental models, and evaluating the ap-

propriateness of results [26, 36, 56, 64]. Thus, before automating

these processes or fully integrating such features, it is crucial to first

understand how programmers currently use web search and GenAI

individually or in combination, and how these tools influence their

information-foraging behaviours and problem-solving workflows.

We explore how programmers seek information using web search

and generative AI, focusing on how they transfer context between

these tools. By context, we mean a dynamically negotiated, rela-

tional property that programmers actively construct and sustain

within each specific activity, rather than a static body of information

that merely surrounds their actions [13]. Rather than comparing the

two tools in isolation, we investigate how programmers weave them

together, capitalizing on each one’s strengths or using one as a fall-

back when the other falls short. Our research (see Figure 1) begins

with a retrospective interview with 𝑁 = 8 programmers to under-

stand how programmers forage information using these tools—the

extent that they use them complementarily or alternately—and to

identify the challenges that arise. We present interview findings

organized around three major decision-making stages that detail

how programmers carry information within or across tools.

A major challenge we identified is the difficulty of translating
information extracted from web search or GenAI into formats suit-

able for the other tool, largely due to their differing interaction

paradigms and the varying levels of formality with which informa-

tion is encoded in each medium. To explore the design requirements
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Figure 1: Overview of the study procedure. The process begins with an interview study to explore programmers’ practices of

using both web search and GenAI. Then, an observational study identified information flows, information types, and translation

patterns. Finally, we synthesize these insights into design dimensions and validate them through a designed prototype.

for transferring information across tools, we conducted an observa-

tional study with 𝑁 = 16 programmers using a technology probe to

gain deeper insights into how information flows between tools and

how information is transmitted and translated in situ. Our findings

revealed diverse patterns of information flow and demonstrated

that the transferred information extends beyond simple search re-

sults or generated outputs. Programmers frequently transferred

high-level concepts, interaction histories, rationales, and verbatim

snippets of text and code, employing various strategies to translate

this information for subsequent rounds of problem-solving.

Building on these insights, we propose five dimensions for future

tool design, enhancing information flowing between web search

and GenAI. These dimensions include: (1) Interoperability, reducing

resistance between tools through integration; (2) Adaptability, sup-

porting dynamic navigation across linear, branching, and parallel

flows of information; (3) Contextual Awareness, externalizing and

preserving task context to facilitate reuse and cross-tool transi-

tions; (4) Translatability, enabling context-centric translation with

a balance of automated and manual processes; and (5) Traceability,

maintaining clear provenance to support validation and workflow

continuity. To explore the generative power of these dimensions,

we developed a prototype and validated it through a subsequent

user study with 𝑁 = 12 participants, reporting changes in their

workflows and key insights for future tool design. We conclude with

design implications for developing advanced tools that integrate

web search and GenAI, aiming to better support programmers in

seeking information to solve complex programming problems.

2 Related Work

We reviewed the literature on programmers’ information-seeking

behaviours and discussed the current approaches to integrating

web searches with generative AI tools. Our work builds on this

foundation by investigating the complementary roles of these tools

and how they can be intertwined to support programming tasks.

2.1 Information Foraging in Programming

Programmers seek information to address programming problems [57].

The process encompasses a variety of cognitive tasks, including

understanding unfamiliar code segments, making high-level deci-

sions on selecting appropriate frameworks, and refining solutions

based on feedback [6]. Central to this process are concepts of infor-

mation foraging and sensemaking [52], where foraging describes

the strategies employed to seek out and gather information effec-

tively. Sensemaking describes the process of schematizing curated

information and dissemination, including how programmers collect

and organize information, which we do not specifically investigate

in this work. During the foraging process, programmers need to

search, collect, and organize information to concretize their goals

and determine approaches for solving specific programming prob-

lems. Kittur et al. [25, 26] further explore how structured approaches

can aid developers in managing web-based information, though at

the potential cost of increased cognitive load. Information foraging

theory has been widely applied to different domains, such as in-

forming web design [31] or understanding source code navigation.

Here, we focused on the web foraging behaviour in web search and

GenAI.

2.1.1 Information Seeking with Web Search. Conventional web

search remains a foundational tool for programmers’ information-

seeking activities, characterized by a non-linear, iterative process

known as orienteering [64]. Unlike the “perfect” search engine’s goal

of teleporting users directly to their target, orienteering involves

gradually refining search queries and navigating through informa-

tion, leveraging human intuition and contextual understanding.

This approach is essential for solving complex programming prob-

lems as it allows developers to dynamically explore and adjust their

search strategies[26]. In programming, web search is used for plan-

ning code structure, debugging errors, researching documentation,

and understanding concepts [18, 28]. Rather than seeking direct

answers, programmers often search for a particular information

source that leads them to their solution (e.g., searching for a partic-

ular tutorial to set up a web socket rather than directly searching

for “setting up web socket” ) [64]. Programmers also leverage the

process of web foraging to gather meta-information [68], identify

potential solutions, and synthesize relevant knowledge into a struc-

tured form that meets their specific criteria [34, 36]. Web foraging’s

step-by-step approach provides programmers with a sense of lo-

cation [64] by reflecting on what has been searched and guiding

the next steps. It also helps in understanding and contextualizing

the search results [32]. These studies highlight the value of web

search beyond merely delivering results, demonstrating benefits to

users from the process of information foraging itself. Our research
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builds on this notion, exploring how to reconcile web foraging with

generative AI use, rather than simply using web search results as

factual context for AI generation.

2.1.2 Information-Seeking Behaviours with Generative AI-Driven
Conversational Search. Generative AI tools like ChatGPT and Copi-

lot Chat are reshaping how programmers seek and utilize informa-

tion [55, 62]. While a comprehensive theory of information foraging

with these tools is still developing, studies indicate that program-

mers increasingly rely on them to accelerate familiar tasks and

explore novel solutions [4]. GenAI-driven conversational search

allows users to craft more complex instructions and queries, leverag-

ing external information to enhance the generated results. This iter-

ative approach enables users to refine outputs dynamically, building

on the conversational history for greater precision and relevance.

However, challenges persist in LLM-driven conversational search,

including bias [2], filter bubbles [60], and the spread of misinfor-

mation that may appear credible [37]. Several research efforts have

attempted to address these issues by incorporating uncertainty

expressions in generated results [23] or highlighting uncertain

segments in generated code [66]. While these approaches have

successfully mitigated over-reliance on generative outputs, they

also emphasize the importance of consulting additional sources to

ensure accuracy and reliability.

As a result, research shows that programmers often continue

to consult human-vetted sources like StackOverflow for valida-

tion [65]. Programmers frequently turn to web searches to validate

the correctness of information by gathering broader contextual

clues [1, 35]. These clues include metrics such as the number of

discussions surrounding a solution or the recency of updates to a

specific GitHub repository. This behaviour highlights how program-

mers’ evaluation processes often involve synthesizing information

from multiple sources and considering cues beyond the content

provided by a single tool. Our research moves beyond merely com-

paring or integrating GenAI and web search. Instead, we aim to

investigate whether and how programmers utilize both tools across

different scenarios, uncovering the interplay between these tools

and their role in programmers’ information-seeking workflows.

2.1.3 Tools Supporting Information Foraging in Programming. Sev-

eral tools have been developed to support programmers in their

information-foraging activities, from traditional web search en-

hancements to AI-driven solutions. For example, Unakite [34] and

Crystalline [36] facilitate the organization and comparison of infor-

mation gathered from the web, helping developers make informed

decisions. In contrast, AI tools like GitHub Copilot integrate the

information-seeking process directly into the coding environment,

offering real-time suggestions that are contextually relevant to

the code being written [58]. These tools provide a foundation for

supporting programmers in web-based information foraging. Our

research builds on their approaches and implications, investigating

how programmers use both web search and generative AI together,

with a particular focus on supporting their transitions between

these information-seeking tools.

2.2 Techniques Supporting the Integration of

Web and GenAI

Current commercial tools often integrate Information Retrieval (IR)

and Natural Language Processing (NLP) to combine web search

with generative AI [3, 47]. Techniques like WeKnow-RAG [67] and

WebGPT [42] demonstrate this by merging retrieved web search

results to enhance the factual accuracy of AI-generated suggestions,

aiming to balance AI efficiency with the contextual depth of web

searches. Similarly, several fully autonomous web-based agents

have been introduced, leveraging large multi-modal capabilities to

interact with websites [61, 70]. However, these approaches often

overlook the critical role of the programmer’s information foraging

process during web searches and struggle to predict the outcomes

of actions in the absence of user-defined goals [9]. Our research

emphasizes the importance of human-centric strategies outlined

in established information foraging studies [27, 52, 56, 64], which

purely algorithmic methods may not fully capture. Rather than

asserting the superiority of either web foraging or generative AI,

we argue that both offer unique, complementary benefits due to

their distinct interaction paradigms. By understanding how pro-

grammers use both tools, we aim to provide design implications for

future systems that empower programmers to navigate between

web foraging and AI generation, maximizing the strengths of both

under users’ own control.

3 Interview Study

Our overall study process began with a retrospective interview (see

Figure 1). The study aims to gain insights into programmers’ current

practices, processes, and challenges in their decision-making when

using web search and GenAI in seeking information for solving

programming problems.

3.1 Participants and Procedure

We recruited eight participants (P1-P8) (five men, three women;

ages 24− 29, 𝑀 = 26.8, 𝑆𝐷 = 1.26) through purposive sampling [14].

In our recruitment process, we sought participants experienced in

programming and using LLM-driven code generation tools through

screening questions in Appendix A.1. Recruited participants re-

ported having four to eight years of programming experience and

regularly used LLM-driven tools (8-18 times/week). Participants

were compensated with CAD$20 for a 45-minute interview session.

We first asked each participant to provide a minimum of three

recent examples of their ChatGPT usage for programming problem-

solving, including instances involving web search as part of the

process, to encourage participants to reflect on their utilization of

both web search and generative AI. We then asked about challenges

they faced when interacting with both tools, explored cases involv-

ing their combined usage, and inquired about their thought pro-

cesses throughout the information-seeking process (see the inter-

view questions in Appendix A.2). Interviews were audio-recorded

and automatically transcribed. We analyzed the interviews using

Reflecting on reflexive thematic analysis [7, 8], employing both

a deductive approach and an inductive approach to identify and

generate codes and themes. Two researchers on the team inde-

pendently conducted the initial analysis to identify themes related

to challenges, decision-making stages, and knowledge extraction.
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In addition to the deductive themes, two inductive themes also

emerged: influential factors and knowledge translation.

3.2 Collected Data

Participants provided 28 examples where they used both web search

and generative AI for information-seeking and problem-solving.

We identified iterative rounds of information-seeking based on

the number of instructions (e.g., prompts or search queries) they

wrote to achieve a specific goal. In most cases (26 out of 28, 26/28),

participants engaged in 2-5 rounds of iterations involving both

web search and prompting, while two cases involved only one web

search session and a single round of prompting. We classified the

tasks undertaken by participants into open-ended and closed-ended

categories. In 21 out of the 28 cases, participants performed open-

ended tasks, which did not have a clearly defined end goal, requiring

exploration and iterative refinement. These included nine cases of

exploratory data analysis and modelling, five cases of front-end

development, four cases of data mining and web scraping, and three

cases involving server-related tasks. The remaining seven cases

were closed-ended tasks, where participants had specific end goals,

such as implementing a particular feature or solving a bug.

3.3 Results

Overall, participants considered both tools had different strengths,

but sometimes they are interchangeable. We identified how they

perceived and used both tools and described their general workflow

with the three decision-making stages.

3.3.1 Three Decision-Making Stages in the Information-Seeking Pro-
cess. We identified three decision-making stages in the iterative

information-seeking process using both tools, encapsulated in an

integrated process model (Figure 2). The model is grounded in the-

ories such as the sensemaking foraging loop [52] and Norman’s

seven stages of activity [44]. The flow begins with a Goal , where

programmers identify their tasks and problems, followed by articu-

lating Intentions to address them. For example, when classifying

the Iris dataset, programmers break down the task into selecting a

model and defining procedures for training and evaluation. They

then perform Actions , choosing between web search or generative

AI, a decision we term the Selection stage. After executing these ac-

tions, programmers analyze the results, akin to the Understanding

step in the foraging loop, extracting essential information during

the Extraction stage. Programmers then Organize this informa-

tion, preparing it for the Translation stage, where they reformulate

it into new queries or prompts. This iterative process may loop

back to Goal for broad objectives or to Intentions for refining

problem-solving strategies, dynamically adapting to the program-

mer’s evolving needs and understanding.

Selection. In the earliest iterations, tool choice was largely shaped

by two factors: (1) Familiarity with the domain: participants turned

to web search for unfamiliar topics (“fear that I do not have the
knowledge to verify correctness” [P1]) and used GenAI for areas in

which they had more expertise; and (2) Clarity of goals: vague or

poorly defined problems often prompted web searches to explore

potential solutions, while more well-defined tasks prompted par-

ticipants to rely on generative AI for targeted support. After a few

trials, participants reassessed whether to persist with the same tool

or switch. This decision was based on whether both tools appeared

capable of producing similar outcomes, whether one tool failed

to meet expectations, or whether an alternative tool offered dis-

tinct advantages. For example, P1 began with a web search to assess

trade-offs among libraries and then switched to GenAI for a tailored

solution about the chosen direction.

Many participants (6/8) frequently encountered repetitive or un-

helpful results, which prompted them to “fallback onweb search” [P2]

or switch from web search to GenAI. Conversely, participants stuck

with GenAI when they believed that “the problem has enough so-
lutions in the [AI] model” [P5] or that the generated code could

be more easily customized. Throughout this stage, decisions were

guided by metrics such as credibility, diversity, and up-to-dateness.
Web searches were valued for credibility checks, while GenAI was

appreciated for its customizability and efficacy.

Extraction. As participants iterated, they skimmed and curated

results to identify which details were relevant for subsequent prompts

or queries. Early iterations often focused on “defining the problem
domain” [P1] without much extraction, whereas later iterations

involved reusing either concrete elements (e.g., copied code) or

abstract knowledge gained from earlier exploration. However, most

participants (7/8) lacked explicit methods to track the exact sources

of extracted information. All participants reported a need for an

external space (e.g., comments in a code editor or a Google Doc)

to jot down thoughts and knowledge gained during the foraging

process. Here we define the extraction stage not merely as the ex-

plicit act of copying and pasting but more broadly as the process

of distilling specific knowledge or insights from one or multiple

results. This process becomes evident through participants’ reuse

of the information.

Translation. Finally, participants transformed their understand-

ing or extracted snippets into actionable prompts or search queries

for the next round of information seeking. This stage involved refor-

mulating information based on the interaction format required by

each tool. For example, P7 integrated steps from a web tutorial with

code examples as context to guide generated code that followed

a specific flow. It was rare for participants to directly reuse verba-

tim content without translation, although three instances occurred

when searching web to clarify keywords from generation.

Participants frequently modified or supplemented existing queries

or prompts based on new insights. P4 noted that “by gradually re-
fining instructions, I can understand which words [utterances] might
steer in a certain direction”. In some cases, participants relied on

GenAI to help translate information into usable queries. For in-

stance, P5 used a prompt: “What search queries should I use to find
related projects related to the task described in the [pasted] context
below?” Most participants (6/8) found it easier to translate informa-

tion into prompts for GenAI than into web search queries, as the

latter required more concise and structured phrasing. Two partic-

ipants specifically mentioned turning to GenAI when they strug-

gled to formulate well-formed search queries, often due to gaps in

domain knowledge. However, four participants noted challenges

when switching from extended web search sessions to using GenAI,

which arose from the need to decide which extracted information to

include and how to align the generation with the provided context.
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Figure 2: A process model describing interactions between programmers and search/GenAI. It incorporates cognitive stages,

decision-making stages, and a foraging loop to illustrate how programmers navigate between tools.

3.3.2 Challenges in Using Both Tools for Information Seeking. Par-

ticipants faced dilemmas in deciding when and how to switch tools.

Some described an exploring vs. exploiting tension: continuing a cur-

rent line of inquiry versus branching out to a new domain without

fully mastering prior insights. Others wrestled with supplementing
vs. modifying an existing query or prompt, uncertain if they should

add new context or restructure the existing request.

While participants recognized the value of using both web search

and GenAI, they encountered substantial hurdles when transfer-

ring information across tools. All participants described the pro-

cess of copying, summarizing, and re-articulating content as labor-

intensive and error-prone. P5 highlighted the difficulty of “deriving
the best outcome from both inputs,” noting that each tool demanded a

different representation of the same problem, making it challenging

to maintain coherence.

Participants also pointed out that synthesizing information from

multiple sources—often written in different styles or designed for

different audiences—required significant cognitive bandwidth. The

effort to align and reconcile these fragments of information in-

troduced friction into their workflows and often led to delays or

suboptimal decisions. A particularly common challenge was the

issue of context loss during iterative tool-switching. Three par-

ticipants noted that critical goal-related context often dissipated

as information was transitioned between tools. As P2 remarked,

they could “go in completely different directions without realizing it.”
This loss of continuity made it harder to track reasoning over time,

especially in more complex or long-running tasks.

To mitigate these issues, participants expressed a desire for more

integrated workflows—such as embedding web search results di-

rectly into code editors (P4) or enabling automatic transformation

of curated web knowledge into AI-ready prompts. These sugges-

tions underscore the need for systems that preserve information

across tools and reduce the manual overhead of switching between

fragmented information spaces.

4 Observational Study

Although we observed examples of how participants translated

extracted knowledge between tools, categorizing these strategies

was challenging without a complete view of the information flow

and think-aloud data for each decision-making stage. As a result, we

followed up with a comprehensive observational study (see Figure 1)

to investigate the types of context being transmitted and how they

are transformed throughout the different stages. The observational

study aims to understand how information flows between tools,

what types of context programmers extract and how that context is
translated into subsequent queries, prompts, or code.

4.1 Participants

We recruited another 16 participants (P9-24; 9 identified as men, 7 as

women; ages 20-32,𝑀 = 24.8, 𝑆𝐷 = 2.41) through convenience sam-

pling methods including mailing lists, social media postings, and

word-of-mouth. All participants were experienced programmers,

with three to eight years of programming experience. We specifi-

cally invited individuals familiar with Python or JavaScript, as the

tasks we designed were implemented in those languages. They were

also familiar with utilizing both web search (6-18 times per week)

and generative AI (5-12 times per week) for solving programming

problems. To ensure a diverse capture of problem-solving processes,

we recruited nine graduate students, four professional developers,

and three undergraduate students. We organized the recruitment

into batches, with each batch comprising four participants corre-

sponding to four different study tasks (see Section 4.3).

4.2 Study Probe

We developed an integrated Chrome extension, depicted in Fig-

ure 3 to reduce the effect of tool bias [54]. The probe combines a

sidebar displaying a code editor, task descriptions, and the GenAI-

driven conversational interface, allowing us to focus on information

context switching, then window context switching. Additionally,

task descriptions within the interface were made non-selectable to

prevent direct copying and pasting into the GenAI; also, all com-

ponents of the interface were adjustable. System logs recorded

participants’ behaviour, including web search activities (e.g., query

writing, tab switching), GenAI interactions (e.g., prompt writing,

copy/pasting), and actions within the code editor. Detailed logs are

provided in Table 2. To ensure we collected data on instances where

participants were only viewing a component without interacting,

we asked them to click on the component (AI chat, web page, or

code editor) whenever they were looking at it, and double-click to

interact with it (Figure 3 C).
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Figure 3: Our probe was implemented as a Chrome extension that appeared as a side panel (B) alongside the standard web

browsing interface (A). The extension included several resizable components, such as task descriptions, a web-based code editor

(C), and a GenAI-driven conversational interface (D).

4.3 Tasks

We designed four exploratory programming tasks to simulate sce-

narios where programmers seek information to solve problems.

Each task included specific subtasks and requirements aimed at

prompting participants to evaluate different approaches and to in-

tegrate their selected approach into a fully functional code editor

with console access. We conducted iterative testing with 𝑁 = 3

pilot participants to make sure tasks demanded a blend of high-level

information gathering and low-level coding skills and could not be

completed in a single attempt using current state-of-the-art genera-

tive AI technologies. The tasks encompassed diverse programming

challenges, including implementing a browser-based code editor,

performing sentiment analysis, creating visualizations with anima-

tion, and establishing a websocket connection with authentication.

Full task details are provided in the Appendix B.

4.4 Procedure

After a 5-minute briefing, participants had 45 minutes to complete

their tasks using our integrated probe featuring a code editor, a

genAI chat interface, and web search access. Participants were as-

signed tasks based on their self-reported unfamiliarity, as measured

by a score of ≤ 2 on a 5-point Likert scale from the screening

questionnaire. This approach ensured that while participants were

proficient in the programming language, they were relatively un-

familiar with the specific tasks, necessitating information seeking

through generative AI or web search. Participants received a base

compensation of CAD$25, with an additional CAD$5 incentive for

successfully meeting all task requirements. Two experimenters ob-

served and documented participants’ behaviours throughout the

study, focusing on web foraging techniques, prompt articulation

based on gathered information, and integration of web search re-

sults into the problem-solving process. Following the task session,

a 20-minute follow-up interview was conducted. We employed a

mixed-methods approach [12] to triangulate data from interview

responses, observational notes, and think-aloud protocols, which

were all transcribed for subsequent analysis. Detailed interview

questions and observation notes for the experimenters are available

in Appendix C.

4.5 Data Collection and Analysis

All recorded logs are listed in Table 2. The system log data were fur-

ther segmented into information flow episodes. Each episode begins

when the user starts working on an information-seeking subtask

and ends when they transition to another tool or complete the sub-

task. During the analysis, the code editor was considered as another

important “tool” for identifying information flow, apart from the

web search and generative AI. Within each information flow episode,

users engaged with two or more tools, interacted with outputs, and

decided on subsequent steps if the task remained incomplete. A

total of 151 episodes were identified, with 13 considered outliers

due to rapid tool-switching behaviour.

The segmented data were analyzed using iterative open coding,

following the thematic analysis approach by Clarke and Braun [11].

Task episodes were coded into information flow types and tool

usage patterns. Two researchers independently conducted open

coding on the same set of information flow episodes to develop

an initial codebook. The researchers then independently re-coded

20% of the episodes using the preliminary codebook. Inter-rater

reliability was assessed using Cohen’s kappa [30], resulting in an

6
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Table 1: Context flow in tool switching. The types correspond to categories of context described in Section 4.6.1. Percentages

indicate the proportion of each major context type among all occurrences of that specific context flow observed in the

information flow episodes, with N indicating the total number of coded instances.

Context Flow

Predominant

Type

Example % of Types #𝑁

Web → Code Text P10 pasted code snippet from Kaggles’ notebook to code editor 94.45% 36

Code → Web Keyword “alternative methods to SMOTE()” [P17]. 94.74% 19

Web → GenAI Gist/ Knowledge

“I noticed [from the documentation] that SVG has to be declared first before the
plot” [P16].

72.73% 11

GenAI → Web Gist “Can Socket.IO [library used by GenAI’s results] authenticate connections?” [P19]. 92.31% 13

Code → GenAI Keyword “why scaleLinear() not working” [P13]? 83.78% 37

GenAI → Code Text P10 pasted the generated code of Naive Bayes to the code editor 95.56% 45

initial agreement of 𝐾 = 0.78 on average. Discrepancies were re-

solved through discussion, and some types of flow and context

are being merged. Using the finalized codebook, both researchers

independently coded the entire set of episodes. The final inter-rater

reliability achieved was 𝐾 = 0.93. Any remaining disagreements

were resolved through negotiation until 100% consensus. The final

codebook included seven information flow types (Figure 4), four

information context types and six context flow patterns (Table 1).

4.6 Results

We first describe the types of context that emerged and illustrate

how programmers extract, transmit, and translate this context

across tools.

4.6.1 Types of Context. Our logs, video recordings, and post-task

interviews revealed four primary information contexts (Ver-
batim, Keywords, Gist, and Knowledge) plus an additional action

context referring to participants’ prior activities and future plans.

Verbatim Snippets. Participants occasionally copied entire blocks

of code or text from search results or AI-generated outputs into their

code editor, or vice versa. For example, P10 imported large code

segments from a Kaggle notebook directly into their local editor,

while P18 pasted AI-generated code for a logistic regression pipeline.

Although this verbatim reuse offered convenience, we found that

it often required participants’ extensive ad-hoc modifications due

to partial content mismatches, such as library version conflicts or

missing dependencies in the user’s environment.

Keywords. When debugging or refining a solution, participants

often extracted specific keywords (e.g., function names, error mes-

sages, or library tokens) and used them in another tool. For instance,

P15 copied the text “scaleLinear is not a function” from the

console and pasted it into a web search query to identify potential

solutions. Similarly, P19 discovered the “socket.emit” syntax on

one website and reused the exact token in a generative AI prompt

to customize the solution further. This keyword-based approach

is effective in web searches, as it enables concise articulation of

queries. At the same time, it helped steer generated outputs in the

desired direction.

Gist. Participants often skimmed through only a portion of a

tool’s output to extract the gist—a quick, distilled understanding of

whether an approach seemed feasible. For example, P16 remarked,

“I already know it is wrong by looking at the first few lines of code since
it asked me to use SMOTE.” This immediate recognition of misalign-

ment led P16 to pivot to a web search to verify the dataset shape.

During web searches, participants could observe convergence or

disagreement among search results directly on the results page,

benefiting from a richer information scent. This enabled them to

refine their queries without needing to click on individual links.

Knowledge. This category of context represents the understand-

ing that programmers develop over time. Participants often acquired

Knowledge by reading documentation or browsing multiple web

resources, then applied these insights when interacting with gen-

erative AI or coding. For instance, P16 glanced at a D3.js tutorial

online, learning conceptually that an <svg> must be declared to

place graphical elements. Although P16 never copied code ver-

batim, this high-level understanding shaped later AI prompts (“I
want to place circles inside an existing <svg>...” ). The presence of

such knowledge was inferred from study notes and think-aloud

protocols.

Action Context. Finally, the action context includes references

to previous activities and plans for subsequent actions, enriching

the input to better guide the search or AI interaction. We noted the

relevance of action context whenever participants annotated

a web query or AI prompt with details of prior steps (e.g., “I tried
searching for X and it didn’t work,” or “I already tried following
code, got a 404 error” ). For instance, P9 wrote, “I was searching for
highlighting code syntax using codemirror, but it is not working. Now
I want to use Prism instead.” These meta-level descriptions allow a

tool, especially GenAI, to better tailor follow-up suggestions while

preventing redundant recommendations.

4.6.2 Information Flow Patterns. In this section, we focus on partic-

ipants’ cross-tool interaction rather than their behaviour within any

single tool. We observed four primary patterns—Singleton, Stash,

Branch, and Merge—collectively encompassing 7 information flows

(A-G) depicting distinct strategies for weaving together web search

and AI (Figure 4).
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Figure 4: Four patterns and seven information flows identified from the study, illustrating how participants navigated tools and

contexts. Arrow colours represent the predominant type of context transferred between tools (e.g., Gist, or Verbatim Snippets).

The #𝑁 notation indicates the frequency of each flow, as determined from the final codebook analysis.

singleton (Flow A, E). Some participants worked mostly

within one tool until their session ended, switching only after com-

pleting a major milestone. In Search-Dominant (Flow A), P11 began

by gathering broad insights from multiple web pages, occasionally

copying code snippets into an editor for future modifications. Con-

versely, in Generate-Dominant (Flow E), participants like P12 relied

almost exclusively on AI to debug a specific error. In both work-

flows, the transferred context was primarily textual, such as code

syntax from the editor or verbatim snippets from search results or

AI outputs. While translation between search results and the code

editor was required, these interactions occurred ad hoc, typically

after pasting one or more code snippets.

stash (Flow C, F). Two distinct patterns emerged when

participants encountered obstacles with their initial approach.

In Generate-as-Alternative (Flow C), participants started with web

search until they failed to find a solution (e.g., P16 abandoned a

WebSocket approach), prompting a sudden switch to AI. Conversely,

in Search-as-Alternative (Flow F), participants began with AI (e.g.,

for code generation) but shifted to web search when “the AI’s code
kept failing” [P13]. Some participants (5/18) noted it was harder to

identify dead ends with AI compared to web search, as “it always
provides seemingly credible answers” [P12]. This often resulted in

abandoning partial progress, described by P23 as “all the build-up
is wasted,” where they “restart from scratch” in a different tool with

minimal carryover. While participants sometimes archived progress

(e.g., leaving browser tabs open or revisiting prior chat history),

the primary challenge was recalling orphaned context. As a result,

participants rarely reused Gist or Verbatim Snippets directly, often

starting fresh based on vague memories.

branch (Flow B, G). Participants frequently initiated a

new branch of information-seeking without abandoning the

original one. In Generate-from-Explore (Flow B), they first gathered

high-level strategies or Gist from web searches (e.g., P19’s con-

ceptual understanding of D3.js) before prompting AI to transform

that knowledge into workable code. This flow relied on transfer-

ring summarized insights rather than verbatim snippets. In these

cases, participants maintained a new main branch while revisiting

the original branch as a supplemental reference. Alternatively, in

Search-Verify-AI (Flow G), participants began with AI-generated

code but consistently validated snippets or Knowledge through web

searches. When verification confirmed the correctness of the AI’s

output, they returned to AI to refine their solution, maintaining

consistency in the primary branch.

merge (Flow D). In contrast to branch, participants fol-

lowing this flow did not maintain a single primary branch.

Instead, both tools were used concurrently to complete interdepen-

dent subtasks. For example, P18 used AI for syntax suggestions and

then validated the output’s compatibility by consulting official doc-

umentation. In these cases, participants leveraged both tools based

on their respective strengths. For instance, two participants used

web search to progress while waiting for AI-generated responses

to complete. While some participants (3/18) found this approach

helped “maximize the benefits of both tools” [P24], others highlighted

challenges, such as repeatedly carrying over information con-

text (e.g., function names) or documenting action context to

avoid redundant exploration.

4.6.3 Strategies for Context Translation. Unless the generated code

could be directly used in the code editor, all outputs required transla-

tion to adapt to other tools. Effective context translation is essential

for utilizing both tools complimentary while preserving informa-

tion integrity. However, current tools experience challenges of

context loss when adapting outputs to different information struc-

tures, and articulating vast context into actionable instructions (see

Section 3.3.2). Below, we detail the common strategies observed.

Explaining Background Context. Participants often articulated

their progress and prior efforts when crafting prompts for GenAI.

This included describing web search outcomes, code written so

far, or higher-level goals, providing the AI with necessary action
context. For example, P11 explained, “I’ve tried [X] library for syntax
highlighting but need help integrating it with real-time editing.” This

strategy was less explicit in web search, where participants relied
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on concise terms (e.g., “alternative methods for SMOTE()” ) to refine

queries. Despite these differences, both approaches demonstrated

how participants leverage background context to tools for more

targeted results.

Anchoring Context Through Keywords During Transitions. Partic-

ipants frequently reused specific keywords to maintain continuity

across tools, assisting transitions and diverging results. These key-

words often emerged from insights gained during earlier iterations.

For instance, P13 repeatedly referenced scaleLinear(), such as

“scaleLinear() not working with negative values”, across both web

search and GenAI, ensuring results remained relevant to the same

issue. This practice helped participants refine their exploration

while minimizing redundant results or irrelevant tangents.

Preprocessing Context Before Using It. GenAI was often used to

preprocess gathered information, such as combining, summariz-

ing, or comparing results from multiple sources. For instance, P15

prompted, “Combine [web search result] and [code snippet] to fit this
specific library.” While this strategy saved time, two participants

still preferred manual preprocessing, believing it to be essential for

understanding and future decision-making. P24 explained, “It’s im-
portant to process the information myself to ensure I fully understand
the options.” [P]reprocessing also appeared in search queries, where

participants used Boolean operators (e.g., AND, OR) to integrate

multiple sources systematically.

In more complex flows (B, D, G), participants combined partial

solutions from different stages, weaving them back into the code

editor or new prompts. For example, P15 validated one part of

AI-generated code on the web, discovered a minor discrepancy,

and appended that info as “the [prior pasted search results] is not
supported, can you fix the code?” in a subsequent prompt. This

incremental approach often resembled a branching search rather

than a tidy linear progression.

Labelling Context. Some participants manually labelled extracted

snippets to clarify their intended use or origin. For example, P22

labelled sections as “for preprocessing only” or “valid for JWT authen-
tication” to ensure they were reused appropriately in subsequent

queries or prompts. Similarly, in web search, P17 used labelling

directly in queries, such as “Django REST framework authentication
best practices 2023 NOT outdated tutorials”, to guide results toward

specific needs while excluding irrelevant sources. This labelling

strategy helped participants maintain clarity when navigating com-

plex tasks, such as separating authentication logic from real-time

messaging in a chat application.

Dumping Context. Occasionally, participants bypassed detailed

processing and pasted raw information into GenAI prompts, relying

on the tool to extract insights. For example, P13 pasted an error log

from a failed WebSocket connection and asked, “What steps should
I take to resolve this issue?” Similarly, some participants dumped

raw information directly into code editors, using comments to

maintain context. For instance, P14 added, “// Issue with WebSocket
connection—check JWT decoding logic here”, to capture unresolved

issues and revisit them later. Yet, this approach sometimes resulted

in missed nuances, particularly in complex workflows requiring a

deeper understanding of dependencies.

4.7 Summary of Empirical Insights and Design

Dimensions

We propose five key dimensions for future tool design, inspired by

our empirical findings on how programmers navigate web search,

code editor and GenAI.

Interoperability: Reducing resistance between tools. A key

consideration is the extent of integration and coupling between web

search and GenAI tools, focusing not on creating an all-in-one melt-

ing pot but on facilitating information transitions across tools [21]

and reducing viscosity [16]. For instance, maintaining a shared

data structure for context or enabling adaptive transformations

during import/export flows. Workflows such as singleton benefit

from separate interfaces that distinguish broad exploration from

targeted generation. Conversely, tightly coupled designs might

embed web search into GenAI interfaces, enabling on-the-fly vali-

dation or interactive visualizations (e.g., hovering over code for AI

suggestions). Prior tools like Blueprint [5] and Codelet [46] demon-

strate embedding documentation and search within code editors

by sharing context across and synthesizing a code-centric search

view. Effective coupling should prioritize context transitions, easing

selection, extraction, and translation processes without conflating

tool modalities.

Adaptability: Supporting dynamic workflow navigation.

The second dimension describes how tools support users in adapt-

ing to diverse flow patterns by providing mechanisms to switch

between flows, maintain partial solutions, and merge or revisit

paths as needed. Some linear workflows (singleton) guide users

through a single sequence of decisions, simplifying context tracking

but limiting opportunities for simultaneous experimentation with

multiple options. In contrast, many participants adopted branch-

ing workflows (branch or merge), exploring alternative snippets

(Flow B) or verifying AI outputs via web searches (Flow G). Tools

could better support this behaviour by enabling users to spawn dis-

tinct threads of exploration [20], maintain multiple partial solutions,

and merge or discard them as needed. Importantly, we emphasize

that tools should not only support specific patterns but also afford

flexibility, aligning with programming’s iterative and non-linear

nature.

Contextual Awareness: Externalizing and preserving con-

text at different abstractions. The third dimension addresses how

context is extracted, represented, and transmitted across tools. Both

studies revealed that participants frequently struggled with context

loss, particularly when transferring high-level gist or knowledge be-

tween tools. Effective designs must carefully manage diverse types

of context, as programmers curate and extract context at varying

levels of abstraction to facilitate transitions. Implicit approaches

could automatically track user actions (e.g., search queries or copied

snippets) and surface task-centric information when needed [5].

Conversely, explicit approaches might require users to label or spec-

ify context as described in Section 4.6.3, offering finer control at

the expense of added effort. Since context is often reused, revisited,

and pieced together, designs should reify context as a persistent,

manipulable object. This would enable programmers to manipu-

late, organize, refine, and share ideas for reuse, as exemplified by

Passages [17] or Memolet [69].
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Translatability: Enabling context-aware translation across

modalities. Another critical consideration is how tools facilitate

the translation of extracted information into new prompts, queries,

or code based on identified strategies. Currently, participants rely on

manual reformulation strategies to adapt context across tools, such

as labeling or summarizing. Tools could incorporate automation to

summarize search results or generate AI-ready prompts, while still

allowing users to refine or annotate outputs. Effective translation

should also account for the action context, adapting outputs

to generate diverse results across tools while avoiding redundant

information buildup. Additionally, tools should provide curated

spaces for knowledge externalization [24] and sensemaking [52],

crucial for managing intensive extracted context. Prior tools like

CoNotate [48], HunterGather [59], and Unakite [34] offer examples

of information organization and could inform the translation stage.

Traceability: Maintaining clear provenance of actions. The

final design dimension highlights the importance of preserving

provenance and tracking history, particularly during the transla-

tion stage, where users transfer and adapt information across tools.

This is crucial because context loss during translation can impede

users’ ability to make informed decisions or reflect on their current

position in the information space (see Section 3.3.2). Tools should

enable participants to retrace the origins of a snippet or under-

stand the rationale behind an AI-suggested approach. For example,

some users sought to verify the credibility of a library, while others

wanted to recall the keywords or actions that led to discovering

a valuable snippet. Tools that preserve an item’s lineage can help

users validate correctness, maintain orientation, and avoid redun-

dant efforts [43, 45, 50]. Provenance tracking can range from simple

source links to detailed chains of actions, offering a continuum of

detail depending on user needs.

This provenance becomes particularly useful when tools aim to

automate the extraction of action context or synthesize context

during translation, as it provides the necessary semantic grounding

for these processes. Prior work suggests capturing provenance at

the action level [45], which records semantic information beyond

event logs, reducing the need for additional user input, such as

explicit task goals [15].

5 Towards Tool Design: A Proof-of-Concept

Prototype

These design dimensions offer implications for designing tools that

facilitate context transitions between web search and GenAI while

adapting to programmers’ workflows. To validate the generative

power of these dimensions, we demonstrated a proof-of-concept

prototype that operationalizes these design dimensions, addressing

challenges like context management and transitions while exploring

variations in programmers’ information-seeking behaviours.

Reifying the Context. To operationalize the Contextual Aware-

ness dimension, we introduce Browsette, an interactive object that

reifies context extractions and can be manipulated, reused and

shared across web search, code editor and GenAI. Programmers can

create Browsette objects manually (e.g., by selecting a code snippet)

or have them generated automatically. Browsette supports three

key types of context (see Figure 5F): 1) Background: Automatically

preserves high-level action context (e.g., search history or code

edits); 2) Summarization: Stores distilled insights or overarching

knowledge (e.g., a summarized pipeline). Programmers can guide

summarization using specific instructions; 3) Text: Holds verbatim

snippets or keywords. By treating context as a first-class object,

Browsette ensures essential information is retained, revisited, and

adapted seamlessly across tools.

Supporting the Information Flow. To address the Interoperabil-

ity and Adaptability dimensions, our prototype introduces two

key extensions. The first is a web-based code editor extension built

on CodeMirror, enhanced with a Browsette dropbox and a con-

versational interface for generative AI. Users can drag and drop

Browsette objects to seamlessly share context between the edi-

tor, AI interface, and browser, enabling both linear and branching

workflows without losing relevant information. Additionally, the

extension automatically generates Background Browsette objects

based on code editing and AI interactions, preserving high-level

context effortlessly.

The second extension is a Chrome browser add-on that augments

Browsette functionality to web browsing. Users can drag selected

content from web pages into a Browsette dropbox (see Figure 5A),

capturing relevant snippets along with provenance metadata such

as URLs and snippet locations. This supports branching exploration

by allowing users to revisit, edit, or discard results as needed. Fur-

thermore, users’ foraging behaviours—such as query inputs, tab

changes, and visited web pages—are synthesized into an up-to-date

Background Browsette object with the web marked as the source

(see Figure 5G). These extensions integrate disparate interfaces by

providing synchronized access to the Browsette dropbox, reducing

friction when switching between web search and AI assistance

while preserving the unique affordances of each tool.

Translating Context Across Tools. To support Translatability,

the system automatically adapts Browsette objects when dragged

between components (e.g., from a web result to an AI prompt,

see Figure 5C). For instance, dragging a TfidfVectorizer snippet

into the GenAI tool customizes the prompt with relevant context,

avoiding manual reentry of details. Similarly, dropping the same

snippet into a web search box converts it into a focused query (e.g.,

“movie review sentiment analysis with TF-IDF” ). Users can manually

edit and save the transformed context or regenerate it based on

updated information.

Preserving History and Provenance. Finally, our prototype ad-

dresses Traceability by logging item lineage and capturing the

origins of each Browsette object. Actions such as code edits, snippet

extractions, and AI interactions are recorded in a shared Firestore

database, complete with timestamps and metadata. This allows

users to trace a Browsette object’s source (e.g., the original URL, see

Figure 5B) and assess the reliability of snippets or approaches. Ad-

ditionally, each Browsette object maintains a complete transaction

history, enabling users to navigate across versions.

Implementation Details. The Chrome extension and the CodeMirror-

based Next.js editor access a shared pool of Browsettes stored in

Firestore’s real-time database. To capture user interactions, the

Chrome extension gathers click events, scrolling behaviours, and

parsed page data; meanwhile, the CodeMirror editor logs editing
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Figure 5: The overview of prototype design. (A) The user selects and drags text from a “source” (e.g., web page) into the extension,

converting the context into a Browsette. (B) Clicking the source icon (e.g.,ü) navigates back to the provenance, such as the

source URL, chat ID, or code section. (C) The target icon allows users to translate the context to tailored inputs that can

drop to the “target” tool (e.g., search queries, prompts, or code). (D) Automatically synthesizing users’ action context as

background information shared across tools, contextualizing the input. (E) Utility functions like copy, regenerate and delete

provide additional control over the Browsette. (F) Three different types of Browsette. (G) Three types of source/target tools.

patterns, command usage, and concurrent code. These signals, along

with the corresponding outcome of the action [9], are fed into a

behavioural context pipeline that applies iterative weighted sum-

marization with GPT-4o, taking into account factors such as sig-

nal importance [36] and recency. The summarized content is then

stored as Browsettes, indexed by BM25 to surface the most relevant

context on demand [53]. Finally, when translating context across

tools, we instruct GPT-4o to rely on the retrieved context and user’s

latest query or command as context to augment the generation of

code snippets, search query, or prompt.

5.1 Follow-Up User Study Setup

To examine whether and how the prototype, designed based on the

proposed five design dimensions, influenced programmers’ work-

flow patterns and the strategies they adopted, we conducted a

follow-up study. We re-invited all 16 participants from the initial

study, and 12 agreed to participate (7 identified as men, 5 as women;

ages 22–28, 𝑀 = 23.9, 𝑆𝐷 = 1.87). Participants retained their origi-

nal identifiers (P9, P10, P12, P14, P15, P16, P18, P19, P21–P24). Par-

ticipants were assigned an exploratory programming task similar

in category to the observational study but with modified subtasks

and criteria. After a 10-minute briefing using the prototype, partici-

pants had 45 minutes to complete all subtasks. System interactions

were logged, and think-aloud verbalizations were recorded. A 15-

minute semi-structured interview followed. We applied the same

codebooks described in Figure 4 and Table 1 to ensure consistency

in coding information flow and contextual factors. Two researchers

independently coded the data using deductive thematic analysis.

5.2 Results

In the following, we report our results of the follow-up study, sup-

plemented with context from our previous observational study

where the same participants completed the same task without the

prototype. Similar to the previous study, our focus is on report-

ing qualitative findings, using statistical data as supplementary

evidence to provide interpretation rather than to claim statistical

significance. Overall, all participants completed the task with a sim-

ilar task completion time as that in the previous observational study

(𝑀𝐵𝑟𝑜𝑤𝑠𝑒𝑡𝑡𝑒 = 35.92 vs. 𝑀𝑝𝑟𝑒𝑣 = 40.42, 𝑆𝐷 = 5.67, see Figure 6A).

5.2.1 Strategic Problem-Solving and Changing Workflow. The pro-

totype encouraged a more strategic and deliberate approach to

problem-solving by fostering effective tool use and improving infor-

mation flow. Most participants (11/12) reported planning their tool

usage beforehand. Figure 6B also highlighted changes in information-

seeking workflows. There was increased use of Generate-from-
Explore (𝑀𝑑𝑛𝐵𝑟𝑜𝑤𝑠𝑒𝑡𝑡𝑒 = 3.0 vs. 𝑀𝑑𝑛𝑝𝑟𝑒𝑣 = 1.0, 𝑝=0.003, 𝑟=0.781)

and Search+Generative (𝑀𝑑𝑛𝐵𝑟𝑜𝑤𝑠𝑒𝑡𝑡𝑒 = 2.5 vs. 𝑀𝑑𝑛𝑝𝑟𝑒𝑣 = 0.5,

𝑝=0.005, 𝑟=0.838) flows, with a corresponding decrease in Generate-
as-Alternative (𝑀𝑑𝑛𝐵𝑟𝑜𝑤𝑠𝑒𝑡𝑡𝑒 = 1.0 vs. 𝑀𝑑𝑛𝑝𝑟𝑒𝑣 = 2.0, 𝑝=0.008,

𝑟=0.883) , suggesting participants relied on web search and GenAI

as complementary tools rather than standalone solutions. Although
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Figure 6: Comparison of (A) time proportion participants spent on three tools, information flows defined in Figure 4, and

context/tool switching behaviour with and without the use of Browsette. Detailed statistical results can be found in Appendix E.

participants (9/12) occasionally switched to one tool as an alter-

native when encountering dead ends (stash pattern), participants

were more willing to switch tools as the prototype facilitated con-

text translation without needing to start from scratch.

The creation and use of Browsettes enhanced reflective aware-

ness for most participants (9/12), prompting more deliberate decision-

making. P12 noted, “The act of deciding what to capture made me
more aware of the steps I was taking and why,” while P19 men-

tioned becoming more critical of selected information to ensure

relevance. These reflective practices enabled participants to focus

on the programming task itself rather than deciding which tools to

use, as noted by P22: “I could focus more on the problem rather than
switching tools.”

Additionally, participants relied more on web search when us-

ing the prototype, likely due to the automatic action context

extraction feature. Some participants (3/12) highlighted this fea-

ture helped them “reflect on what has been done” [P22] and reuse

“trustworthy content from the web” [P18]. This feature supported effi-

cient transitions between tools by reducing redundant efforts and

maintaining context across tools, as reflected in increased context

carryover (𝑀𝑑𝑛𝐵𝑟𝑜𝑤𝑠𝑒𝑡𝑡𝑒 = 12.5 vs. 𝑀𝑑𝑛𝑝𝑟𝑒𝑣 = 10.0, 𝑝=< 0.001,

𝑟=0.883) . Although context-switching frequency (see Figure 6C) re-

mained stable (𝑀𝑑𝑛𝐵𝑟𝑜𝑤𝑠𝑒𝑡𝑡𝑒 = 13.5 vs. 𝑀𝑑𝑛𝑝𝑟𝑒𝑣 = 14.0, 𝑝=0.035,

𝑟=0.793) , participants approached tool switching more strategically,

leveraging captured context to adapt workflows dynamically.

5.2.2 New Strategies in Translation. Participants used the provided

prototype to enhance their existing strategies and also developed

new approaches for context translation.

Foraging for Browsette. A common behaviour observed among

participants (10/12) was their active and purposeful approach to

web foraging, aimed at creating more comprehensive Browsettes.

For example, P15 remarked, “I started keeping my searches more
organized because I knew they would feed directly into the sidebar
[Chrome extension] later.” However, the study also highlighted a

need for finer control over the content captured within Browsettes.

Two participants expressed a desire for greater customization, as

“some GenAI results are just for exploratory purposes” [P9]. This feed-

back suggests that operationalizing the Translatability dimension

requires a more dynamic and user-tailored approach to balance

automation and control.

Translation as a Starting Point. Participants did not always apply

Browsettes directly. Instead, some (6/12) often used the translated

context as a starting point for further refinement. For example, P16

clicked on the GenAI icon on the Browsette from web search to

transform it into a prompt. However, instead of directly dragging

it into the input box, P16 returned to web search upon realizing

the translated instruction lacked example usage from CodeMirror’s

documentation. P19 commented, “it [translated output] was more
of a launching pad to dig deeper into the problem.” It suggests that

Browsettes sometimes serve as tools for ideation and exploration

from the initial translations.

5.2.3 Remaining Challenges. Despite its benefits, several challenges

with our prototype were noted, particularly around contextual mis-

alignment. Four participants (4/12) observed that Browsette did not

always capture the nuance or specificity needed for their tasks. P10

shared, “[the Browsette] wasn’t quite on point, and I had to adjust it
manually to make it fit my needs.” Similarly, P22 remarked, “Some-
times the context was too general, and I had to add more details to get
the results I wanted.” While participants could edit Browsette, the ef-

fort required for these modifications was occasionally burdensome,

highlighting limitations in the system’s ability to fully encapsu-

late complex programming contexts. Additionally, two participants

expressed that the Browsette Dropbox should afford more struc-

tured externalization strategies, such as hierarchical organization.

This feedback underscores the need to explore alternative struc-

tures aligned with the Traceability dimension, such as version

control-inspired approaches like Variolite [22].

6 Discussion

Here, we relate our findings to established HCI research on in-

formation foraging. We then discuss its connection to research on

information sensemaking and discuss the applicability of our design

dimensions beyond programming tasks.

6.1 Programmer-in-the-Loop Web Foraging

Many recommender systems have embedded information scent

into model training [19, 63] or generation augmented through web

search results [42, 67]. However, it is crucial to engage programmers

“in-the-loop” beyond merely improving retrieval accuracy [10, 64].
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The involvement of programmers in this process goes beyond re-

fining recommendation or generation precision; it fosters deeper

engagement in exploring, understanding, decision-making, and

evaluating the presented information [35, 36]. Knowing that the

context they provided directly influenced the AI’s suggestions made

participants (9/12) more confident in the results as they are sim-

ilar to the “solution seen on the web” [P16]. This sense of control

appeared to foster greater reliance on AI as a supportive tool, rather

than a black-box solution [38].

Our findings reveal that web search plays a role far beyond

fact-checking or validating AI-generated responses. The Generate-
from-Explore and Search-as-Alternative flows identified in Figure 4

align with previous studies highlighting the use of web search for

exploring alternative perspectives and comparing solutions [34, 56].

Through a web search, programmers navigate complex information

spaces via iterative query construction [40]. This trial-and-error

process is fundamental to learning and cognitive development,

allowing programmers to refine their understanding through active

engagement rather than passive information reception [36].

In our proof-of-concept prototype, we focused on supporting

contextual buildup and information sharing across tools without

automating the search process. This approach emphasizes the im-

portance of maintaining user agency in the foraging process, ensur-

ing that programmers remain central to information exploration

and understanding [64]. While this study represents an initial ex-

ploration of this concept, future research could investigate further

on balancing the automation and control, aligning with the Trans-

lation dimension.

6.2 Information Sensemaking

While our study did not investigate deeply into information sense-

making, a critical aspect of information-seeking, this step is es-

sential for programmers navigating complex information spaces.

Sensemaking helps when information becomes cluttered, prevent-

ing users from recognizing past activities [52, 56] and aiding in

the progressive understanding of the information space [25]. Al-

though sensemaking does not always require an external space for

externalization, our designed Browsettes’ dropbox in the prototype,

which supports drag-and-drop for rearrangement, can offer some

benefits of sensemaking. We observed participants engaging in

sensemaking when organizing their lists of Browsettes. Some par-

ticipants (5/12) used drag-and-drop to arrange Browsettes, placing

all “Background” Browsettes upfront or categorizing them based

on their source. As P23 noted, this helps “knowing what context is
being shared” and avoids redundant contextualization.

In our follow-up user study, we found that some participants

intentionally conducted searches to create more comprehensive

Browsettes. This process is similar to creating summarized notes,

jotting down the contexts they have encountered. This behaviour

suggests that Browsettes can serve as a tool for externalizing and or-

ganizing information, supporting the sensemaking process. Future

research could explore the specific structures that programmers

need to effectively organize these Browsettes [26, 56]. Prior studies,

such as those by Palani et al. [48, 49], have discussed recommending

future search queries based on the sensemaking space articulated

by users. Extending these ideas could be a promising direction, po-

tentially enhancing the maintenance of provenance and History.

6.3 Beyond Programming Tasks and Future

Directions

While our study focused on programming tasks, the potential appli-

cations developed based on the proposed design dimensions could

extend beyond this domain. The core functionalities demonstrated

in our prototype, such as supporting context transfer across tools,

summarizing web foraging actions, and enabling strategic planning,

can potentially benefit other complex, information-intensive activi-

ties. Tasks such as academic research [20], active reading [17], or

personal information-seeking [29] face similar challenges of navi-

gating vast information landscapes, synthesizing diverse sources,

eliminating information silos, and iteratively refining understand-

ing. These domains also require the use of several information

sources and frequent context switching [41, 48] and are currently

being investigated in the context of using generative AI for infor-

mation seeking. However, as we consider expanding the use of

AI-assisted information-gathering and processing tools, it is cru-

cial to address privacy concerns, misinformation, potential biases,

and the risk of creating echo chambers [60, 71]. Additionally, pro-

gramming tasks usually come with a more structured format with

predefined syntax, so the methods of extraction and translation

should be fine-tuned based on the distinct nature of other scenarios.

For instance, in academic research, the extraction process might

focus more on capturing key arguments and methodologies from

papers, and translation could involve reformulating these ideas

into research questions. While the core principles remain applica-

ble, the implementation details would need to be tailored to the

requirements of each domain.

7 Limitations

Our study provides an empirical investigation into the use of web

search and generative AI for information-seeking in programming.

The qualitative approach enabled us to capture contextual insights

into how participants interact with tools and to use the think-

aloud protocol to reveal nuanced cognitive decisions influencing

their workflows. While the qualitative method afforded depth and

detail, it also came with certain limitations, such as potential ob-

server effects. These limitations could be addressed in future stud-

ies by quantifying some effects through large-scale statistical tests.

We also acknowledge that while our focus was on the process of

information-seeking workflows, particularly the flow of context

across tools, we did not compare the task outcomes across the two

studies. This means we did not evaluate outputs using metrics such

as precision, depth, or divergence. Future work could explore how

the presence or absence of tool support affects the quality of output,

as well as its impact on long-term learning and personal develop-

ment. Additionally, the participant sample, drawn from a specific

subset of programmers, may not fully capture the diversity of pro-

gramming practices, workflows, or information-seeking behaviours

across the broader programming community. Future studies could

address this by including a wider range of participants from dif-

ferent domains, experience levels, and organizational contexts to

further validate and extend our findings.
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Next, the prototype supports information foraging mostly in a

web-based environment, without testing its use within a separate

IDE, which offers cross-window interactions more closely aligned

with typical programmer workflows. Additionally, our study did

not rigorously evaluate the behavioral context summarization or

the retrieval-augmented generation pipeline employed to the pro-

totype. These components were intentionally implemented as a

simple but workable baseline to meet our design dimensions. Future

work could explore alternative retrieval or generation approaches,

leveraging advanced methods to improve the system’s performance.

Finally, while our findings suggest that the prototype helps con-

text sharing across tools, we also observed occasional context mis-

alignment between tools and the need of finer control over au-

tomation provided. Future work could focus on developing more

sophisticated methods for summarizing and interpreting foraging

behaviour based on the facet of Translation, enhancing the align-

ment of context and dynamically adjusting the level of automation.

8 Conclusion

This work presents a multi-step empirical investigation into how

programmers integrate web searches and generative AI tools in

their information-seeking workflows. Through interviews and an

observational study, we synthesized five design dimensions that

highlights insights into programmers’ decision-making strategies,

information flows, contextual details, and translation processes.

Building on these design dimensions, we developed a prototype

to operationalize its facets of design considerations and explored

how design changes programmers information-seeking behavior

through a follow-up user study. Our research contributes to the

field by emphasizing the critical role of human involvement in

information-foraging tools in programming, identifying five key

dimensions of design for context transfer and sharing, and offering

actionable design implications for future tools through the demon-

stration of our prototype.
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A Survey and Interview Questions for Retrospective Interview

A.1 Eligibility Screening Survey

1. How confident are you in your overall programming experience?

1: Very Inexperienced

2: Inexperienced

3: Moderately Experienced

4: Experienced

5: Very Experienced

2. How many years of programming experience do you have? years

3. How familiar are you with AI code generation tools (e.g., GitHub Copilot, ChatGPT)?

1: Not Familiar

2: Slightly Familiar

3: Moderately Familiar

4: Familiar

5: Very Familiar

4. Over the past few weeks, how often did you typically employ AI code generation tools such as OpenAI’s Codex, GitHub Copilot, or ChatGPT

for your programming tasks? (e.g., times per week)

A.2 Semi-Structured Interview Questions

Programming Workflow and Tool Integration

1. Programming Workflow Integration: Can you describe your typical programming workflow, particularly emphasizing how you utilize

code synthesis tools like Copilot and web search in this process?

2. Decision Making between GPT and Web Search: How do you decide when to use tools like GPT and when to resort to web search

during your coding process? Could you provide a specific example illustrating this decision-making process?

Information Seeking and Evaluation in Programming

1. Information Requirements: When you begin looking for information during programming, what specific types of information are you

usually seeking? (e.g., syntax clarification, algorithmic approaches, best practices)

2. Assessment of Information Quality: What criteria do you use to determine whether a search or generated result is good enough for

your needs? What factors are important to you?

3. Determining Importance of Information: What kind of information do you consider as most important from the generated or search

results?

4. Synthesizing Information from Multiple Sources: Can you describe how you synthesize or combine information from different

sources (like Copilot, web search, forums)? How do you resolve conflicts or discrepancies in information?

5. Long-term Information Retention: When you find particularly valuable information, how do you ensure its retention for future use?

Do you have a system for organizing or bookmarking useful resources?

Challenges and Limitations of Both Tools

6. Challenges and Limitations: Could you discuss some challenges or limitations you’ve encountered with both tools? How does the

other tool help in overcoming these challenges?

7. Web Search Efficacy: Can you provide an example where web search helped you gain a better understanding of a programming concept

or language feature that tools like Copilot alone couldn’t provide?

8. Future of GPT and Web Search: In your opinion, do you think the advancement of technologies like GPT-4 with internet and web

scraping access could eventually replace traditional web search for programming-related queries?

B Tasks
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B.1 Task 1: Implement Browser-Based Collaborative Code Editing

Task Description: You are tasked with implementing a browser-based collaborative code editing tool that allows multiple users to edit the

same code document in real-time. The tool should support syntax highlighting and real-time collaborative editing. Try to gather information

on libraries, frameworks, and best practices needed to complete this task. Document your process and decisions as you go.

Goals:

• Understand the requirements and components needed for collaborative code editing.

• Identify suitable libraries and frameworks for real-time synchronization and syntax highlighting.

• Implement a basic prototype demonstrating real-time collaboration between two users with JavaScript.

Steps:

1. Start by researching existing libraries and frameworks that support real-time synchronization (e.g., WebSockets, Firebase, etc.).

2. Search for documentation or tutorials on how to integrate these libraries into a web application.

3. Investigate how to implement syntax highlighting in the editor (e.g., using CodeMirror, Monaco Editor, etc.).

4. Combine the information gathered to create a basic prototype.

5. Document your search queries, sources, and any code snippets used in your implementation.

B.2 Task 2: Sentiment Analysis on Movie Reviews Using Web Scraping and Machine Learning

Task Description:

Your task is to build a sentiment analysis model to classify movie reviews as positive or negative. Start by scraping movie reviews from a

website (e.g., IMDb, Rotten Tomatoes) and then use this data to train and evaluate a machine learning model. The model should achieve a

reasonable level of accuracy. Try to gather information on web scraping techniques, data preprocessing, model selection, and evaluation

metrics.

Goals:

• Understand how to scrape data from websites using tools like BeautifulSoup or Scrapy.

• Learn about preprocessing textual data for machine learning.

• Implement and evaluate a sentiment analysis model using libraries like Scikit-learn or TensorFlow.

Steps:

1. Research different web scraping tools and techniques suitable for scraping movie reviews.

2. Search for tutorials on text preprocessing and sentiment analysis.

3. Investigate how to implement and evaluate sentiment analysis models using Scikit-learn or TensorFlow.

4. Combine the information gathered to scrape movie reviews, preprocess the data, and implement the model.

5. Document your search queries, sources, and any code snippets used in your implementation.

Starter Code for Web Scraping:

import r e q u e s t s

from bs4 import B e a u t i f u l S o u p

import pandas as pd

def s c r a p e _ r e v i e w s ( u r l ) :

r e s p o n s e = r e q u e s t s . g e t ( u r l )

soup = B e a u t i f u l S o u p ( r e s p o n s e . t e x t , ' html . p a r s e r ' )

r e v i e w s = [ ]

return r e v i e w s

u r l = ' h t t p s : / /www. example . com / movie − r e v i e w s '

r e v i e w s = s c r a p e _ r e v i e w s ( u r l )

# Save s c r a p e d r e v i ew s t o a CSV f i l e
d f = pd . DataFrame ( rev iews , columns =[ ' rev iew ' ] )

d f . t o _ c s v ( ' movie_rev iews . c sv ' , i ndex = F a l s e )

Starter Code for Sentiment Analysis:

import pandas as pd

from s k l e a r n . m o d e l _ s e l e c t i o n import t r a i n _ t e s t _ s p l i t

from s k l e a r n . f e a t u r e _ e x t r a c t i o n . t e x t import T f i d f V e c t o r i z e r
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from s k l e a r n . l i n e a r _ m o d e l import L o g i s t i c R e g r e s s i o n

from s k l e a r n . m e t r i c s import a c c u r a c y _ s c o r e

d f = pd . r e a d _ c s v ( ' movie_rev iews . c sv ' )

# P r e p r o c e s s t h e da ta
v e c t o r i z e r = T f i d f V e c t o r i z e r ( s top_words = ' e n g l i s h ' )

# S p l i t t h e da ta

# T ra i n a l o g i s t i c r e g r e s s i o n model
model = L o g i s t i c R e g r e s s i o n ( )

# E v a l u a t e t h e model

B.3 Task 3: Developing a Real-Time Weather Dashboard with Web Scraping and Visualization

Task Description:

Your task is to create a real-time weather dashboard that displays weather information for multiple cities. Start by scraping weather data

from a reliable website (e.g., Weather.com, AccuWeather) and then use this data to create dynamic visualizations using a library like D3.js or

Plotly. The dashboard should update in real-time to reflect current weather conditions. Try to gather information on web scraping techniques,

data visualization, and creating dynamic web applications. Document your process and decisions as you go.

Goals:

• Understand how to scrape real-time data from websites using tools like BeautifulSoup or Scrapy.

• Learn about creating dynamic visualizations with libraries like D3.js or Plotly.

• Implement a web application that displays real-time weather data.

Steps:

1. Research different web scraping tools and techniques suitable for scraping weather data.

2. Search for tutorials on creating dynamic visualizations with D3.js or Plotly.

3. Investigate how to integrate real-time data updates into a web application.

4. Combine the information gathered to scrape weather data, create visualizations, and implement the real-time dashboard.

5. Document your search queries, sources, and any code snippets used in your implementation.

Starter Code for Web Scraping:

import r e q u e s t s

from bs4 import B e a u t i f u l S o u p

import pandas as pd

def s c r a p e _ w e a t h e r ( u r l ) :

r e s p o n s e = r e q u e s t s . g e t ( u r l )

soup = B e a u t i f u l S o u p ( r e s p o n s e . t e x t , ' html . p a r s e r ' )

w e a t h e r _ d a t a = [ ]

return w e a t h e r _ d a t a

u r l = ' h t t p s : / /www. example . com / weather '

w e a t h e r _ d a t a = s c r a p e _ w e a t h e r ( u r l )

# Save s c r a p e d wea th e r da ta t o a CSV f i l e
d f = pd . DataFrame ( w e a t h e r _ d a t a )

d f . t o _ c s v ( ' w e a t h e r _ d a t a . c sv ' , i ndex = F a l s e )

Starter Code for Real-Time Visualization:

< !DOCTYPE html>

<html lang= " en " >

19



Conference’17, July 2017, Washington, DC, USA Ryan Yen, Yimeng Xie, Nicole Sultanum, and Jian Zhao

<head>

<meta charset= " UTF−8 " >

<meta name= " v i ewpo r t " content= " width = de v i ce −width , ␣ i n i t i a l − s c a l e = 1 . 0 " >

< t i t l e >Real −Time Weather Dashboard < / t i t l e >

< s c r i p t src= " h t t p s : / / cdn . p l o t . l y / p l o t l y − l a t e s t . min . j s " >< / s c r i p t >

< /head>

<body>

<h1>Real −Time Weather Dashboard < /h1>

<div id= " weather −dashboard " >< / div>

< s c r i p t >

async f u n c t i o n fe t chWeatherData ( ) {

c o n s t r e s p o n s e = awa i t f e t c h ( ' w e a t h e r _ d a t a . csv ' ) ;

c o n s t d a t a = awa i t r e s p o n s e . t e x t ( ) ;

c o n s t rows = d a t a . s p l i t ( ' \ \ n ' ) . s l i c e ( 1 ) ;

c o n s t weatherData = rows . map ( row => {

c o n s t [ c i t y , t e m p e r a t u r e ] = row . s p l i t ( ' , ' ) ;

r e t u r n { c i t y , t e m p e r a t u r e : p a r s e F l o a t ( t e m p e r a t u r e ) } ;

} ) ;

r e t u r n weatherData ;

}

async f u n c t i o n updateDashboard ( ) { }

s e t I n t e r v a l ( updateDashboard , 1 0 0 0 0 ) ; / / Update every 10 seconds

updateDashboard ( ) ;

< / s c r i p t >

< / body>

< /html>

B.4 Task 4: Building a Real-Time Chat Application with WebSockets and Authentication

Task Description:

Your task is to build a real-time chat application that supports multiple users, utilizing WebSockets for real-time communication and JWT

(JSON Web Tokens) for authentication. Users should be able to register, log in, and join chat rooms. Try to gather information on setting up

WebSocket connections, implementing JWT authentication, and creating a basic user interface. Document your process and decisions as you

go.

Goals:

• Learn how to set up WebSocket connections for real-time communication.

• Understand how to implement JWT authentication in a web application.

• Develop a basic user interface for a chat application that supports multiple chat rooms.

Steps:

1. Research how to set up a WebSocket server and client.

2. Search for tutorials on implementing JWT authentication in a web application.

3. Investigate how to integrate WebSocket communication and JWT authentication into a single application.

4. Combine the information gathered to implement the real-time chat application.

5. Document your search queries, sources, and any code snippets used in your implementation.

Starter Code for WebSocket Server:

c o n s t WebSocket = r e q u i r e ( 'ws ' ) ;

c o n s t jwt = r e q u i r e ( ' j sonwebtoken ' ) ;

c o n s t wss = new WebSocket . S e r v e r ( { p o r t : 8080 } ) ;

wss . on ( ' c o n n e c t i o n ' , ( ws ) => {

ws . on ( ' message ' , ( message ) => {
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c o n s t { token , d a t a } = JSON . p a r s e ( message ) ;

try {

c o n s t u s e r = jwt . v e r i f y ( token , ' y o u r _ s e c r e t _ k e y ' ) ;

/ / B r o a d c a s t message t o a l l connec ted c l i e n t s

} c a t c h ( e r r o r ) {

ws . send ( JSON . s t r i n g i f y ( { e r r o r : ' A u t h e n t i c a t i o n ␣ f a i l e d ' } ) ) ;

}

} ) ;

} ) ;

c o n s o l e . l o g ( ' WebSocket ␣ s e r v e r ␣ running ␣ on ␣ ws : / / l o c a l h o s t : 8 0 8 0 ' ) ;

Starter Code for JWT Authentication:

c o n s t e x p r e s s = r e q u i r e ( ' e x p r e s s ' ) ;

c o n s t jwt = r e q u i r e ( ' j sonwebtoken ' ) ;

c o n s t b o d y P a r s e r = r e q u i r e ( ' body−p a r s e r ' ) ;

c o n s t app = e x p r e s s ( ) ;

app . use ( b o d y P a r s e r . j s o n ( ) ) ;

c o n s t u s e r s = [ ] ; / / In −memory u s e r s t o r a g e f o r s i m p l i c i t y
app . p o s t ( ' / r e g i s t e r ' , ( req , r e s ) => { } ) ;

app . p o s t ( ' / l o g i n ' , ( req , r e s ) => { } ) ;

app . l i s t e n ( 3 0 0 0 , ( ) => {

c o n s o l e . log ( ' A u t h e n t i c a t i o n s e r v e r running on h t t p : / / l o c a l h o s t : 3 0 0 0 ' ) ;
} ) ;
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C Observation Notes and Interview Questions from Observational Study

C.1 Observational Notes

Reasons for Switching Tools:

• When switching tools, what is the reason?

• What challenges are prompting the context switching?

Behaviors During Web Foraging:

• Observe how participants navigate web resources (e.g., search engines, forums, documentation).

• Track interactions such as typing search queries, scrolling, clicking links, and reading content.

Knowledge Extraction:

• What information is extracted and how is it used?

– Following search?

– For code generation?

– Directly to the code editor?

• Note how they integrate this information into their problem-solving approach.

Writing Prompts:

• Prompts or decisions potentially influenced by web-searched information.

• Criteria to determine the relevance and usefulness of information.

Failure & Repair:

• Note any iterative processes where participants revisit web searches or refine their generative AI outputs based on new findings.

C.2 Semi-Structured Interview Questions

General Questions:

• Can you briefly describe your workflow of problem-solving using both tools?

Reason for Conducting Web Searches:

• Can you describe specific instances during the task when you felt the need to conduct a web search?

Criteria for Information:

• What criteria did you use to determine if the information you found was relevant or useful?

Foraging Process:

• Can you walk me through your process of gathering information from the web?

Knowledge Extraction:

• What specific knowledge did you extract from your web searches that helped you with the task?

• How did you integrate the information found online into your approach to solving the task?

Articulating Prompts:

• Can you give an example of a prompt you created using the knowledge from your web searches?

• How did you decide what information to include or omit when formulating your prompts?

Extra:

• Did you find the combination of web searching and generative AI more effective than using one method alone? Why or why not?

• What improvements would you suggest for better integrating web search and generative AI in future tasks?
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D Logs

Table 2: Types of logs collected from the study probe, including name, descriptions, corresponding activity frequencies visualized

as heatmaps, and whether the type of logs is being used to create Browsette contained action context.

Event Description Activity Frequency* Used

Web Search text selection User selecting a segment of text Ë

copy/paste

When the user copies text from the web page that is more than one

word and pastes the text into the input query

Ë

click When the user clicks on text, a button, or a link within the web page é

query writing When the user writes the search query Ë

tab switching When the user switches between tabs é

Gen AI prompt writing When the user types instructions in the input box of the chat Ë

result The Markdown result returned from the generative AI Ë

copy/paste

When the user copies content from the result or pastes content into the

input box

Ë

Code Editor focus/unfocus When the user focuses or unfocuses the code editor Ë

copy/paste When the user copies or pastes content from or to the code editor Ë

* The heatmaps display user activity frequency over time intervals of three minutes, with colour intensity from light to dark blue (0 to 13) indicating activity levels.

E Final User Study Results and Stats

Table 3: Statistical Comparisons between Conditions (with and without Browsette)

Category Comparison Mdn (with) Mdn (without) p-value Effect Size (r)

Time Task Time 35.5 42.5 0.016 0.68

Portion in Web Search 0.21 0.30 <0.001 0.88

Portion in AI 0.45 0.35 <0.001 0.88

Portion in Code Editor 0.34 0.35 0.050 0.75

Flows Search-Dominant (Flow A) 0.5 1.0 0.196 0.68

Generate-from-Explore (Flow B) 3.0 1.0 0.003 0.78

Generate-as-Alternative (Flow C) 1.0 2.0 0.008 0.88

Search+Generate (Flow D) 2.5 0.5 0.005 0.84

Generate-Dominant (Flow E) 1.0 1.0 0.952 0.39

Search-as-Alternative (Flow F) 1.0 2.5 0.072 0.59

Search-Verify-AI (Flow G) 3.0 1.5 0.110 0.46

Switching Context Switching 10.0 12.5 <0.001 0.88

Tool Switching 13.5 14.0 0.035 0.793
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