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Figure 1: A design novice uses Influencer to ideate and make promotional posts to promote their homemade juice. Influencer
has the following core features: (A) The user can input a topic via a text block and explores the related images and captions
in three dimensions. (B) Context-aware exploration is supported which updates the image and caption recommendation by
dragging a brand/product image or message to the initial image and caption recommendation. (C) Various materials (i.e.,
image and text) can be flexibly fused to make a new image or caption. (D) Influencer allows the user to not only easily create
harmonious promotional posts but also quickly obtain multiple post alternatives. Steps in (A), (B), and (C) can be flexibly
combined or skipped; as soon as the user finds satisfied image and/or caption, they can go to (D) for post generation.

ABSTRACT
Creating promotional posts on social platforms enables everyday
users to disseminate their creative outcomes, engage in community
exchanges, or generate additional income from micro-businesses.
However, crafting eye-catching posts with appealing images and
effective captions can be challenging and time-consuming for ev-
eryday users since they are mostly design novices. We propose
Influencer, an interactive tool that helps novice creators quickly
generate ideas and create high-quality promotional post designs
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through AI. Influencer offers a multi-dimensional recommenda-
tion system for ideation through example-based image and caption
suggestions. Further, Influencer implements a holistic promotional
post-design system supporting context-aware exploration consider-
ing brand messages and user-specified design constraints, flexible
fusion of content, and a mind-map-like layout for idea tracking.
Our user study, comparing the system with industry-standard tools,
along with two real-life case studies, indicates that Influencer is
effective in assisting design novices to generate ideas as well as cre-
ative and diverse promotional posts with user-friendly interaction.
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1 INTRODUCTION
Creating promotional posts on social platforms enables everyday
users to share their creativity and engage inmicro-entrepreneurship,
an emerging economic component representing flexible, small-scale
business ventures that offer substantial growth potential [54]. By
creating promotional posts on social media, “micro-entrepreneurs”
could showcase their products or services (such as selling second-
hand items, and homemade cakes [43]), engage with target cus-
tomers, and build their online presence [1, 41]. This helps individ-
uals, such as low-income groups or college students, to generate
additional income for improving their life qualities, thus contribut-
ing to the resilience of society [38].

Promotional posts need to be crafted with an eye-catching de-
sign and packed with informative content to boost brand visibil-
ity, engage customers effectively, and ultimately pave the way for
higher conversions and sales [27]. Hence, a successful promotional
post requires high-level designer skills. Namely, designers need
to iteratively create engaging visuals and effective messages, and
thoughtfully blend the two into a harmonious whole.

Therefore, for design novices and everyday users, creating pro-
motional posts is challenging in several aspects. First, in the ideation
stage, since users often draw inspiration from existing images [24],
it is challenging for them to create novel alternatives from familiar
visual narrations [66]. Previous research indicates that exploring
examples helps users better understand their design direction and
facilitates their ideation step from previous creations than starting
from scratch [6, 21, 59]. Thus, many users rely on existing image
search engines (e.g., Google Image Search, Pinterest) to collect ex-
amples during the ideation stage; however, this process can be
very time-consuming [60]. Researchers have developed tools (e.g.,
MetaMap [32], PopBlend [69]) to support example exploration in
the design ideation process, but the search results (design examples)
cannot be flexibly edited or modified. Also, users still need to rely on
additional retouching tools (e.g., Adobe Photoshop1, Powerpoint)
to create and refine their designs.

Moreover, the coordination between images and captions is es-
sential for creating coherent and persuasive promotional posts that
effectively convey the intended brand message and campaign infor-
mation. However, matching the image to the message, or vice versa,
can be a challenge in practice, due to the particular themes of the
designed post. Without readily usable image resources, users often
need to manually create an image to satisfy design constraints and
align them with the theme [26]. Similarly, users need to iterate the
caption appropriately to match the image for accurate conveyance
1https://www.adobe.com/ca/products/photoshop.html

of the intended message. These design hurdles escalate the thresh-
old of promotional post design for non-professionals. While there
exists some image editing tools (e.g., Adobe Photoshop) and image
captioning tools (e.g., jina2), they are either targeted at professional
users or lack the flexibility and integrativeness for a streamlined
unified workflow: e.g., images and captions need to be created sep-
arately and combined manually at a later stage. Furthermore, such
a complex, tedious, and time-consuming process makes it difficult
for novice users to create a sufficient number of design alternatives
to compare and evolve their post, which is essential for having a
good design outcome.

To address these challenges, we propose Influencer (Figure 1),
an AI-empowered interactive tool for users who do not have pro-
fessional design skills but need to create promotional posts in their
daily lives (e.g., individual creators, college students, small business
operators, product managers, freelancers). Drawing design goals
from a formative study with five participants with different levels of
expertise in design, Influencer is designed to streamline the promo-
tional post design process, featuring four design modules: ideation,
context-aware exploration, iterative customization, and delivery
of multiple alternatives. Specifically, it provides three modules in
the AI-infused pipeline: 1) an example-based multi-dimensional
recommendation framework to facilitate the exploration of related
seed captions and images to inspire design ideas, 2) a context-aware
exploration module that enables users to add complex design con-
straints, including the requirement of matching color schema of
brand image or product message, and 3) flexible fusion for various
designmaterials via LLMs and Generative Image AI models. Besides,
it provides an interactive mind-map interface to organize ideas,
track thought processes, and present multiple design alternatives.
To evaluate Influencer, we conducted a controlled experiment with
12 design novices comparing our system with a baseline resembling
the current workflow (Google + ChatGPT + Powerpoint). To further
learn how the Influencer can be integrated into a novice’s workflow,
we conducted two promotional post design cases by inviting two
participants to use the system based on their real-life needs in two
one-hour hands-on sessions. The results indicate that Influencer’s
features were appreciated and the system is effective in helping
users generate more creative and higher-quality promotional posts.
In summary, we make the following contributions:
• A comprehensive AI-infused pipeline for effective ideation and
generation of promotional posts, which integrates multidimen-
sional recommendation, context-aware exploration, and concep-
tual fusion mechanisms for both images and captions.

• A novel interactive canvas-based tool enabled by the pipeline,
Influencer, which facilitate users with designing promotional
posts and organizing them in a mind-map-like layout to track
their thought processes.

• An in-depth comparative evaluation of Influencer and case stud-
ies that generate insights into whether and how the tool is effec-
tive in supporting promotional post design.

2https://jina.ai/
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2 RELATEDWORK
2.1 Example-based Design and Ideation
Past research indicates that exploring and organizing a wide range
of design examples enable designers to gain potential approaches for
implementing their ideas [21]. Studies have shown that capturing
andmanaging the context and rationale behind design examples can
further enhance the design process and foster innovation [20, 57].
An effective way to generate novel ideas is to utilize example-based
exploration rather than starting from scratch [59]. When individu-
als heavily rely on existing knowledge and examples [30], they may
encounter design fixation. In addition, simply providing irrelevant
inspirations can not effectively address this issue and can even
influence design efficiency [10]. Hence, it is crucial to maintain a
balance between interrelatedness and diversity in example-based
recommendations to foster designers’ creativity [47]. Psychologists
have investigated the relationship between human creativity and
association [25, 42]. They find that generating creative ideas de-
mands a strong capability for finding an association, rather than
only imitating past work [7].

To facilitate this process, researchers have published free associ-
ation datasets to simplify the ideation process among the general
public [18]. The small world project3 is currently the largest dataset
for word associations in English with more than 12,000 cue words,
supporting users’ conceptual level ideation. It demonstrated the
importance of facilitating the ideation process at the concept level
in promotional post design [6, 30]. Tools have also been proposed
to leverage the example-based approach to facilitate ideation in
design activities such as generating compound icons [74] and visual
metaphors [32]. Our work is grounded by the findings in the above
literature and proposes a novel multi-dimensional ideation method
by analyzing the characteristics of images and captions.

2.2 Image and Caption Recommendations
Promotional post designs require the seamless integration of a pro-
motional image and its caption [63]. Jeong’s pioneering work [31]
mentions that posts with visual metaphors are more persuasive
compared to posts with literal (non-metaphorical) images. There-
fore, we decide to use visual metaphors as our main image resource
in our system.

To ease the design process, various tools have been developed to
assist designers in crafting high-quality images. It is generally re-
quired to identify the analogy between two images to have a better
chance of finding related images [32]. Themost common correlation
between images is semantic relevance. In addition, both color [33]
and object [48] play important roles in establishing metaphorical
relationships. Prior research has explored the semantic meanings of
colors [29, 33, 71], aiming to establish links between colors and se-
mantics. Besides, objects and storytelling are also important when
recommending related images, and designers tend to seek similar
elements with similar objects for potential image exploration [23].
Thus, in our work, we seek to use a three-dimensional recom-
mendation framework (storytelling, color, and object) for image
exploration in the ideation step.
3https://smallworldofwords.org/en/project/home

Moreover, prior research has shown that creating interesting
and related captions can improve interaction and the sharing of
content on promotional post design [28, 73]. Traditional caption
generation methods [53, 61] for posts mainly use natural language
techniques to create captions just from the picture, not considering
the post’s actual use and focusing only on one aspect. However,
these methods do not fully meet the varied requirements of dif-
ferent types of posts. Promotional posts can be categorized into
three main topics: activity, product, and advertisement. Activity-
focused ones entail content that centers on engaging actions or
events. They aim to grab the audience’s attention by showcasing
active happenings, events, or efforts linked to a brand or group [55].
Product-related posts seek to convey the attributes, advantages,
and value of particular products or services. This strategy aims to
attract potential consumers and encourage purchase decisions [5].
Advertisement-focused posts encompass broader marketing and
branding initiatives [34]. They aim to promote the brand as a whole,
establish its identity, and convey its unique selling propositions. In
our work, we incorporate caption recommendation in three dimen-
sions (activity, product, advertisement) in Influencer to facilitate
the caption exploration in promotional post design.

2.3 Promotional Post Design Systems
There are a variety of off-the-shelf tools that support post design
with different focuses, such as professional image editing (e.g.,
Adobe Photoshop), collaborative UI design (e.g., Powerpoint), and
user-friendly graphic design (e.g., Canva). While all these tools
provide powerful post image editing features from template-level
to object-level, they have a steep learning curve for novice designers
and require much manual user effort.

The research community has been exploring AI-driven tech-
nologies for design assistance. Most has primarily focused on im-
age customization, including masking and editing specific areas,
generating new images based on a similar prompt context, and
regenerating parts of images for variations [51]. AnyDoor [12]
uses a diffusion-based deep learning method to support object-level
image customization. Some works also try to incorporate text or
image concepts to customize target images. Chen et al. [11] enabled
various prompt inputs by incorporating a dual-branch condition-
ing mechanism to customize images in different concepts. Kumari
et al. [35] supported composing multiple concepts to generate im-
ages based on the given texts. Beyond image customization, the
generation and customization of captions for promotional posts
also facilitate the promotional post design process. Large Language
Models (LLM) including ChatGPT [44], Llama [65], and Claude [3]
have been proposed to customize captions by rewriting the prompt
based on the user’s need. More recent studies have used Context
Sequence Memory Network to customize descriptive captions and
predict hashtags based on the query images [16, 46]. In this work,
we integrate multiple customization techniques such as regenerat-
ing images with similar prompt context and mask editing images
into our tool to improve the promotional image design process,
empowered by simplified and practical interaction on a mind map.

Additionally, researchers have proposed various intelligent tools
to help novices automate parts of the design workflow. Yin et al. [72]
developed a system for automatically generating magazine-like

https://smallworldofwords.org/en/project/home
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visual summaries from traditional social media posts for efficient
mobile browsing. Qiang et al. [64] introduced a graphical model that
learns to generate scientific posters from research papers. There
has also been a variety of work in domain-specific applications
with compound design tasks [58, 67, 74]. Some researchers recently
developed tools that leverage generative AI to support graphic
design ideation and message-driven infographic creation for visual
storytelling and ideation [14, 17, 75]. Recent work in aiding creative
design [4] also adopts mind-maps to mimic the process of making
associations among designmaterials. However, all of the above tools
mainly focus on the ideation step of design, requiring designers
to switch to other tools for the actual design work. Also, none of
the above tools accommodates user-specified prompt or context
images (e.g. brand image) based on design constraints, which are
essential to maintain consistency and effectively communicate with
the target audience.

3 FORMATIVE STUDY
Our primary target audience is design novices such as product
managers, marketers, small business operators, freelance creators,
or anyone who needs to quickly make attractive promotional posts
without professional training. To better understand their needs, we
conducted a formative study, and here we describe its setup and
yielded design goals that have guided the development of Influencer.

3.1 Setup
We recruited five participants with different levels of expertise in
design (two women and three men, aged 20-30), including two
design researchers in the IT company, a marketer experienced in
designing promotional posts, and two software engineers who col-
laborate with product managers, marketers, and designers on prod-
uct promotion. The study included a 30-minute semi-structured
interview with each participant. The interview questions covered
how they would normally design promotional posts, including how
they got their inspiration, and how they would craft and iterate the
posts. They were also asked to identify difficulties they encountered
throughout the design process and raise their needs for support. The
interviews were audio recorded and then transcribed for further
analysis. Five authors used the open-coding method to indepen-
dently conduct a thematic analysis of the interview transcripts and
notes. Then, all five authors collaboratively reviewed and synthe-
sized the results to ensure a comprehensive understanding of the
findings.

3.2 Formulating Design Goals
Based on our formative study, we distill the following design goals
to inform our development of Influencer.We refer to the participants
in our interviews as E#.

3.2.1 R1: Help explore images and captions through multi-
dimensional, context-aware recommendations. Traditional
methods to collect inspiring examples of images and captions for
the ideation stage include searching online resources from search
engines (e.g., Google Search), which is usually cumbersome and
time-consuming. Exposure to rich information often sparks new
ideas [6, 37]. When talking about searching exemplar images and
captions for inspiration, two design novices (E1, E3) reported that

they did not have effective techniques for using search engines
for this purpose. Four (E1-2, E4-5) suggested a recommendation
system that recommends similar images based on an example im-
age provided by the user would be desirable for this task. Three
participants (E2-4) looked for diverse stimuli from others’ work,
including storytelling, color schemes, and object relevance. By im-
plementing example-based multi-dimensional recommendations
(i.e., storytelling, color, and object), designers can explore diverse
images with any additional knowledge behind the recommendation.

The caption in a promotional post is equally important as images
since it reflects the design intention and usage scenarios [28]. E5
expressed frustrations towards the traditional approach to caption
recommendation: “Simple captions aren’t enough to engage the au-
dience and tell a great ad story.” Designers also face challenges in
accommodating design material (images and captions) under user-
specific constraints, such as color schemes and related product or
branding requirements [22]. E2 confirmed that “It’s necessary to
update material exploration based on the given images from multiple
dimensions like narrative or color.” Additionally, E4 emphasized the
value of prompt-based ideation: “Using prompts efficiently helps
narrow down the search, so you don’t have to start over.” Therefore,
a system that integrates both image and caption recommendations,
while supporting context and prompt-aware exploration, is essen-
tial for promoting effective, brand-aligned design.

3.2.2 R2: Flexible fusion of various images and captions
to customize designs. Traditional customization of images or
captions for promotional posts involves using ChatGPT to modify
prompts or manually customizing in PowerPoint, which can be cum-
bersome for designers. In ChatGPT, users need to modify prompts
to customize contents. Four participants suggested that it would
be efficient to conceptually fuse different elements via dragging
and dropping to customize elements. E3 confirmed that “fusing
of elements might make it simpler to customize elements quickly”
Since users have varying preferences and expectations depending
on different scenarios of the promotional post design processes,
the tool must provide sufficient customization in a the interface.
The tool should simplify repetitive tasks on customization and offer
creative fusion options, enabling rapid design iterations and design
alternatives delivery. E5 suggested giving equal importance to both
image and text blocks on the canvas. This would allow users to eas-
ily create prompts or select reference images to customize captions
or images, offering more flexibility. As E2 suggested: “If text and
images were treated equally, I could quickly switch between editing a
caption or an image without needing to switch tools or modes.”. Thus,
the tool should support flexible fusion of images and captions using
either prompts or reference images.

3.2.3 R3: Design a mind-map layout to organize ideas and
track the thought process. According to our interview, designers
can easily get lost in the iterative exploration of images and captions
during ideation without tracking their exploration path. Canvas
lets designers freely create by allowing them to make, move, track,
and link elements anywhere [62]. Previous work also indicates that
tracking the thinking path with mind-maps during exploration is
important for ideation [19]. E3 suggested that “mind-map is one way
to connect and recombine materials to generate new ideas.” Maintain-
ing a thorough history of their creative process is a crucial design
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Figure 2: Influencer provides three basic types of interactive
blocks on its mind-map canvas. Clicking Create New Text
Block adds (A) an empty text block. Clicking Upload Image
generates (B) an empty image block. Clicking Create Post
produces (C) a blank post block that can fuse selected images
and captions.

principle that aids in fostering creativity. E1, E2, and E4 suggested
that “It would be useful to use links to track materials updates. If we
don’t like a change, we just delete the link to go back. ” Thus, the tool
should support thought process tracking according to users’ design
actions.

4 INFLUENCER DESIGN OVERVIEW
Based on the aforementioned design goals, we developed Influencer,
an interactive, AI-empowered, and canvas-based tool that helps
design novices in four main steps of promotional post design (i.e.,
ideation, context-aware exploration, customization, and post gen-
eration), all through a set of simple interactive blocks (Figure 2).
Figure 3 shows an overview of the system backend and workflow,
which consists of five parts: (1) Caption Recommendation, (2) Im-
age Recommendation, (3) Context-Aware Exploration Mechanism, (4)
Flexible Fusion Mechanism, and (5) Image Regenerate and Mast Edit
Module.

In particular, as shown in Figure 4, users’ material (image and
caption) searching process is supported through related concepts
based on their search input. After identifying an image or caption
of interest, users can further explore the recommendation images
based on three features: storytelling, color, and object, and explore
the recommendation captions in three contexts: product, activity,
and advertisement (R1). As shown in Figure 5, users can conduct
context-aware exploration for captions and images by dragging
brand messages (i.e., brand image, product message, and brand
value) to the caption and image recommendation block (R2). Users
can further contextually customize design materials by fusing any
images and captions during the promotional post design, as shown
in Figure 6 (R3). If they already find the satisfied post, they can
finalize it directly without proceeding to the additional customiza-
tion, editing, or fusing steps. All the activities are conducted on a
mind-map which records the thinking path generated by users for
a quick recollection (R4).

4.1 User Interface and Blocks
The user interface of Influencer is based on an interactive canvas
allowing users to create three types of blocks: text block (Figure 2.A),

image block (Figure 2.B), and post block (Figure 2.C), as well as
offering two types of recommendation blocks: image and caption.

The image block provides four direct functionalities for users to
further explore, customize, or utilize images in their promotional
post design: 1) “Regenerate Image” (Figure 6.B) to produce a simi-
lar image with the same context, 2) “More Images”(Figure 6.B) to
browse recommended images based on the selected image in three
dimensions (i.e., storytelling, color, object) in a image recommen-
dation block (Figure 4.E), which can further obtain images along
the branches (Figure 4.C), 3) “Mask Edit” (Figure 6.B) to edit an
image by drawing a mask and providing a prompt for generating a
new image, and 4) “Generate Post”(Figure 7.A) to craft a post in a
post block directly based on the current image. To minimize user
interaction for efficiency, Influencer apply every user-selected or
uploaded image with those four options to streamline any design
activities (i.e., ideation, context-aware exploration, customization,
and post generation) from the block.

The text block offers three direct functionalities (Figure 4.A) to
support users in creating captions, exploring images, and generat-
ing posts during the design process: 1) “Generate Images”: Recom-
mend an assembly of seed image results based on a given topic. 2)
“Generate Captions”: Recommends captions across three contextual
dimensions (i.e., product, activity, advertisement) within a caption
recommendation block (Figure 4.F). 3) “Generate Post”: Produces a
complete post directly based on the user’s input text within a post
block (Figure 7.B).

Beyond these direct functions from text blocks and image blocks,
they also support interactive exploration through drag and fuse
interaction. In Influencer, images or texts can served as context
to help users do further exploration and customization. Users can
create a text block writing a brand message or the requirement of
the promotional post design and drag it to the image (Figure 4.E)
or caption recommendation block (Figure 4.F). In this way, users
can get new images or caption recommendations aligning with the
prompt written in the text block. Also, users can create an image
block (Figure 2) and upload the context image, like a brand image,
and drag it to the image (Figure 4.E) or caption recommendation
block (Figure 4.F). Then the user will get a new image and caption
recommendation to block aligning with his uploaded image with a
similar storytelling meaning and color schema. At the same time,
users can also drag a text block or an image block and connect it to
any target image block or text block for conceptual customization.
Such customization and context-aware exploration are shown in
orange arrows to differentiate from the users’ initial exploration
paths that are shown in blue arrows. Furthermore, users have the
option to not only generate posts based on a single image or caption
but also select their preferred image and caption directly on the
canvas and fuse them to a post block for production.

4.2 Usage Scenario
Before diving into our approach and details, we explain how the
design novices use Influencer via a simple usage scenario. Suppose
Crystal is a micro-entrepreneur who owns a small grocery store,
and she needs to promote a new product, homemade orange juice.

Crystal launches Influencer. She first creates a Text Block (Fig-
ure 2.A) on the canvas and wants to explore images related to her



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Liu, et al.

or

Brand Image

Product/Brand
Message

C

Bottle Leaves Orange

Fruit Health Juice

Seed Image

Context-Aware
Exploration Mechanism

Information
Extraction

Fresh and healthy home
juice ... / A

Join us for a fun  ... this
weekend! ; ¹  #DIYJuice

Craving a refreshing drink?
...#HomeJuice ¾ /  

Caption
Recommendation

Product

Activity

Advertisement

Fusion 
Mechanism

or
Regenerate

Mask Edit

Fusion
Mechanism

G

H

Image
Recommendation

D

Object

Color

Storytelling

Homemade Juice

PromptImage

F
E

B

Seed Images
A

Figure 3: System architecture and workflow of Influencer. From an input topic, the system first analyzes the input to return
seed images (A) and the user can select a seed image from the search results. At the same time, the Caption Recommendation (B)
digests the input topic and recommends captions from three dimensions (i.e., product, activity, advertisement). Next, Influencer
can conduct image recommendation (D) based on the seed image in three dimensions (i.e., storytelling, object, color) and
suggest images for each dimension (E). It also supports context-aware exploration (C) based on a brand image or product/brand
message to find materials aligning with the brand. Besides, Influencer allows users to customize the images via Regenerate or
Mast Edit (G) and conceptually fuse design materials (i.e., images and captions) with an image or prompt reference (F). Together,
it generates an aesthetically pleasing promotional post design with harmonious content. A user can further iteratively explore
more design recommendations (B, C, D) and generate multiple design alternatives to share on social media (H).

promotional topic: “homemade juice.” She clicks the “...” button that
shows a list of exploration and post generation options (Figure 4.A).
From there, she clicks the “Generate Images” button (Figure 4.A) to
create a seed images block (B), consisting of a set of images related
to the given topic. After identifying an image of interest, she fur-
ther explores the recommendation images based on 3-dimensional
features (storytelling, color, and object) by clicking on the “More
Image” button (Figure 4.C). Influencer then requests her to select a
related storytelling keyword from the storytelling keyword panel
(Figure 4.D) (R1). Crystal wants the focus of the promotion to be
on health. Thus she clicks Health (Figure 4.D) and creates an im-
age recommendation block (Figure 4.E) for more images in health
storytelling meaning.

Crystal looks at the images and finds a satisfied image (Figure 6)
but thinks “The image’s meaning is closely related to my topic, but I
need more alternatives with similar meaning and want to change the
type of juice shown.” Next, she click the “Regenerate” (Figure 6.B) to
generate an image with the same storytelling meaning (Figure 6.C).
Using the“Mask Edit” feature, she clicks “Mask” button (Figure 6.D)
to frame out the mask she wants to replace and writes the prompt
(Figure 6.D). Then, she generates a new image (Figure 6.E).

At the same time, Crystal wants to further explore other alter-
native paths of design, since she does not have sufficient design

training and wants to see if there are better options. She tries an-
other path to explore useful captions for her promotional post. She
thus clicks the “Generate Captions” button (Figure 4.A) to obtain a
caption recommendation block (Figure 4.F). She checks this caption
recommendation block and finds one caption suitable for her post.
She clicks this caption which generates a text block including this
caption and edits the text based on her preference (Figure 7.C). Then,
she directly generates a post by clicking the “Generate Post” button
(Figure 7.C). Through all the above actions, she creates multiple
post alternatives for her design and she is quite satisfied (Figure 7).

However, she thinks the promotional image needs to align with
the brand image (Figure 5.A) of her grocery and some new descrip-
tions of the promoted product (Figure 5.B). Using new stuff directly
to find materials may ignore previous searches and context, poten-
tially leading to inappropriate recommendations. Therefore, Crystal
employs a context-aware exploration to findmore materials for post
design based on the previous search. She links the brand images and
the text block with new product descriptions to the caption and im-
age recommendation block. Influencer returns newly recommended
images and captions in the image (Figure 6.C) and caption recom-
mendation block (Figure 5.D) frommultiple dimensions which align
with the color scheme, object, and storytelling meaning of the brand
image and the new product descriptions. “Nice! I got new materials
for the post design!” Crystal and feels happy about the efficiency.
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Figure 4: Ideation with Influencer: (A) From a text block, a panel providing three options (Generate Images, Generate Captions,
Generate Post) for users to ideate captions or images and generate posts; (B) An assembly of seed image results based on users’
input topic; (C) From an image block, a panel providing four options for users to customize (Regenerate, Mask), conduct image
recommendation (More Images), or produce post directly (Generate Post); (D) A panel providing related storytelling keywords
to help users explore diverse materials; (E) An image recommendation block displaying results in three dimensions (i.e.,
storytelling, object, color); (F) A caption recommendation block displaying results in three dimensions (i.e., product, activity,
and advertisement).

Figure 5: Context-Aware exploration with Influencer: (A) Uploading a brand image and dragging to update the target image
recommendation block and caption recommendation block; (B) Creating a text block with product message and dragging to
update the target image recommendation block and caption recommendation block; (C) Updated image recommendation block;
(D) Updated caption recommendation block.

Using similar interactions above, she continues to customize and
generate some alternative designs (Figure 7.ABC) (R2).

Crystal is satisfied with the content of the current image design
but feels styles are less appealing when compared with another
image despite not liking its content (e.g., the left two images in Fig-
ure 6.F). She wants to combine these two images; thus she connects
this image as a background to that seed image for conceptual fusion
(Figure 6.F). A new image is then generated with a style similar to
the background image and the same storytelling meaning as the
seed image (R3). “Looks better!” she thinks. If there is no satisfactory
image on the canvas, she can also create a text block with the style
description and drag it to the seed image for the above conceptual
fusion. For example, she drags a text block with the text of “orange

tree as background” to the seed image, Influencer generates a new
image featuring an orange tree background while retaining the
orange juice bottle from the seed image (Figure 6.G). Besides, Influ-
encer supports conceptual fusion on captions by dragging existing
images or text blocks with prompts to customize target captions
(Figure 6.HI). Thus, Crystal drags a text block with a prompt sug-
gesting “write the caption more energetic” in the target caption
(Figure 6.I). She takes a look at the customized caption: “Awesome!
That was quick. This caption is exactly what I needed!”

During the process, Crystal finds the thinking path very useful.
When she get lost in the promotional post design process, the
tracked thinking path can remind her of the previous exploration
and customization (R4).
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Figure 6: Customization with Influencer: In the Edit mode, an image (A) can be modified with “Mask” and “Regenerate” for
customization (B). “Regenerate” produces a semantically similar new image (C). “Mask” allows for framing the part to be
customized with a prompt (D) and thus produces a new image (E). In the Fusionmode, images and/or text can be freely combined
by dragging an image or text block with a prompt to the target image or caption (F, G, H, I).

Figure 7: Post generation: A post can be generated based on a selected image (A) or caption (B) by clicking Generate Post.
Alternatively, a blank post block can be created to combine the selected image and caption (C).

5 INFLUENCER SYSTEM
In this section, we describe the backend of the Influencer system in
detail, particularly on the implementation of the multi-dimensional
recommendation, context-aware exploration, and multiple fusion
mechanisms (Figure 3).

5.1 Dataset Building
Previous works emphasize the importance of using associations
from prior examples to create new ideas [6, 70]. Furthermore, our
formative study indicates that the creation of promotional images
involves analogy between all kinds of information [8], including
storytelling [49, 50], color[33], and object [23]. To build the post

image dataset with reasonable associations between each example,
we process the Small World Dataset [18] to get a keyword associa-
tion dataset and collect another Post Image dataset following Kang
et al. [32]’s approach with further refinement.

Key Association dataset. The Small World Dataset [18] is the
largest free word association resource in English, featuring over
12,000 cue words. It reflects how people remember and recall con-
cepts through word associations [40], collected from 100 partici-
pants who provided three associated words for each cue. Partic-
ipants are fluent speakers from includes participants from over
9 regions (e.g. Australia, Canada, New Zealand, United Kingdom,
United States, etc), with American English speakers comprising
50%, followed by British (13%), Canadian (11%), and Australian (5%)
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speakers. There are also several words that appeared as cues in mul-
tiple forms corresponding to regional spelling variations (e.g., odor
and odour), and in such cases, they included only the American Eng-
lish variant [18]. Then association strengths were calculated based
on the frequency of each response relative to the total number of
responses [9]. We then constructed the keyword association dataset
as a directed graph, with forward associations (from responses to
cues) and association strengths as weights. It includes words within
two association distances from the topic words, creating a dataset
with 7,407 words.

Post Image Collection. Our Post Image dataset is built upon
[32] where they used Pinterest as main image source for novice
designers since it is the most popular website for them to find image
examples. Kang et al. [32] built a keyword-image dataset utilizing
the keyword association dataset collected before with 4,861 descrip-
tive words and 76,686 images where images mainly focus on the
advertising creative images. We incorporated their images into our
dataset as a foundational source and further updated the dataset
based on feedback from our formative study to include storytelling
and object dimensions, which are more valued by users. We found
that certain words from the keyword association dataset, such as
confine and tribal, are not suitable for promotional posts from our
formative study. To address this, we used Sentence-BERT [52] to
generate embeddings for all keywords in the dataset and applied
Hierarchical-DBSCAN [56] to group similar ones. We then refined
these clusters iteratively to ensure the storytelling-related key-
words were properly categorized for promotional use. Specifically,
two authors iteratively examined each cluster with more than five
keywords to manually label the most representative storytelling
keywords (e.g., “Journey,” “Growth,” “Health”). Then we exclude
clusters with less than five keywords in it. Finally, we get a new
dataset with 4,231 storytelling keywords and 64,396 images. Besides,
to identify related objects within our new dataset, we fine-tuned
the MMDetection model using SAHI [36] and applied it to each
image in the dataset sourced from [32]. As we curated our dataset
from a public repository [32] further annotated by two authors, our
dataset follows the ethical use of copyright material.

5.2 Image and Caption Recommendation
5.2.1 Image Recommendation. Influencer recommends images
from the Post Image dataset in three dimensions (i.e., storytelling,
color, and object) to provide related and diverse examples, as de-
tailed below. Therefore, we extract the corresponding features from
a seed image and retrieve feature-relevant images. Due to space
limitations of the block, we display the top four images in each
recommended dimension and allow designers to scroll left and right
to view more images.

(a) Storytelling.We propose distinct methods for storytelling
image recommendation based on two types of images: those avail-
able in the dataset and those uploaded by users. For images within
the dataset, we have already identified highly related storytelling
keywords through the computation of concreteness and imageabil-
ity scores (ranging from 0 to 1) sourced from [39]. Our approach
prioritizes words associated strongly with storytelling concepts.
For images uploaded by users, designers mentioned the importance
of incorporating user-uploaded images to enrich the exploration of

design materials in promotional post design based on our formative
study. To address this, we leverage the state-of-the-art image cap-
tioning model in framework OFA [68] to extract key information
from the uploaded image. Additionally, we fine-tuned mDeBERTa-
v3 using image captions extracted via OFA framework paired with
their corresponding storytelling keywords from our dataset. Then,
the fine-tuned model classifies OFA-generated captions from up-
loaded images to identify relevant concepts from our 4,231 story-
telling keywords. After getting the highly related concepts, the top
four images are randomly selected from the qualified candidates.

(b) Color. We use ColorThief4 to extract the dominant color
values from the image and recommend images with similar color
based on color histogram correlation. To ensure a speedy search, we
search for images in similar color from related storytelling concepts.

(c) Object. Influencer recommends images with similar objects
based on object detection. To facilitate the search speed and make
sure that the image has some storytelling relationship with the origi-
nal image, we only search images in the related concepts. MMDetec-
tion models leveraging SAHI [2] is used to extract the main object
and retrieve the top probable items from the image. The top four
images with similar objects are then recommended. Specifically, We
recommend images containing the same objects first. If fewer than
four are available, we suggest images with similar objects. Similar-
ity is calculated using cosine similarity of the Euclidean distances
between object image embeddings extracted by the MMDetection
model. The reason of using the SAHI framework is that there are
many small but important objects in the promotional image based
on our interview.

5.2.2 Caption Recommendation. Addtionally, Influencer rec-
ommends captions from three dimensions (product, activity, ad-
vertisement) to provide related and diverse examples. Specifically,
activity-focused posts emphasize engaging actions or events, prod-
uct focused posts describe the features and benefits of goods or
services, and advertisement-focused posts address broader market-
ing and branding efforts. Based on the analysis of promotional posts
on Instagram [15], there are five themes in total including product,
activity, advertisement, text, and others. Based on their statistic of
categories and the results of our formative study, we recommend
our captions in three contexts (i.e., product, activity, and advertise-
ment). We use GPT-4 to generate caption recommendations based
on the user input prompt 𝑇𝑝 with the following prompt:

Prompt: Generate three promotional captions for each
dimension (product, activity, advertisement) based on the
given text: <T_p>. please also highlight the keywords

with asterisks and keep rendering icons in each caption.

5.3 Context-Aware Exploration
Users already use the seed images 𝐼𝑠 and seed text 𝑇𝑠 to get the
initial image and caption recommendation, Influencer further sup-
ports context-aware exploration which is built upon the image
or text block dragged by the front-end. As we stated in Sec. 3.2.1,
existing off-the-shell recommendation tools cannot fulfill our cus-
tomization requirements. Based on the findings of our formative
study, users find it useful to record their exploration history and
update recommendations based on materials like brand images or
4https://github.com/lokesh/color-thief
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product messages, ensuring these align with their chosen themes
and design constraints. Two main tasks should be considered for
implementation:

(a) Context-Aware Exploration of Images. To enable context-
aware exploration of images, users can drag the text prompts (𝑇𝑐 )
or image context (𝐼𝑐 ) to update the image recommendations created
from the seed image 𝐼𝑠 . Users can refine the recommendation by
searching for similar images with varying colors, objects, or themes.
First, we apply the method from Section 5.2.1 to extract keywords
for each image in the Post Image dataset across three dimensions
(storytelling, object, color). We then collect keywords within each
dimension, creating a keyword list that covers all three dimensions.

For text context, we use the OFA image captioning model [68] to
extract a description (𝐷𝑖 ) from the seed image (𝐼𝑠 ) and drag to com-
bine it with the text context (𝑇𝑐 ) to create a contextual prompt: 𝑃 𝐼𝑡 =
𝐷𝑖 + "under the context of" +𝑇𝑐 . This prompt is then classified into
the three dimensions using mDeBERTa-v3 [36], returning target
keywords (𝑊𝑠 ,𝑊𝑐 ,𝑊𝑜 ) for storytelling, color, and object dimen-
sion. These keywords are used to update image recommendations
retrieved from the dataset accordingly.

For image context, users can upload images (𝐼𝑐 ) like brand logos
or personal images and drag to update the image exploration re-
sults retrieved from the dataset. We first extract object and color
keywords using models like MMDetection with SAHI [2], Color-
Thief5. To get storytelling keywords, we use image captioning
model ofa_imagecaption_coco_large_en [68] and text classification
model mDeBERTa-v3 [36] to get related storytelling keywords𝑊𝑠

from the storytelling keyword list. The recommendations are prior-
itized based on the similarity between the extracted keywords from
both the seed image and the context image, ensuring consistency
in the recommendations across these dimensions.

(b) Context-Aware Exploration of Captions. Captions can
be updated by dragging both text and image context to caption
recommendations to align with promotional goals.

For text context (𝑇𝑐 ), users can drag it to caption recommenda-
tions by changing the target product, activities, or advertisement
focus. We leverage GPT-4 [45] to generate new captions based on
the seed text (𝑇𝑠 ) which is used to generate initial caption recom-
mendation and text context (𝑇𝑐 ) across three dimensions: product,
activity, and advertisement.

For image context, users can upload personal or brand images (𝐼𝑐 )
and drag to the caption recommendation, and the system uses the
OFA image-captioning model [68] to extract a description (𝐷𝑖 ). This
description is combined with the seed text (𝑇𝑠 ) to update captions
in the same three dimensions utilizing the GPT-4. The prompt is
shown below:

Prompt: Generate three promotional captions for each
dimension (product, activity, advertisement) based on the
given text: <T_s> under the context of [<T_c> or D_i].

Please highlight the keywords with asterisks and include
rendering icons in each caption.

5https://pypi.org/project/colorthief/

5.4 Image and Caption Fusion
In promotional design, texts and images can be used to customize
and regenerate images by fusing them into the target images ac-
cording to their promotional requirements.

(a) Image Fusion. For text-based imagefusion, users can provide
and drag text prompts (𝑇𝑝 ) to fuse and modify images. We first run
the image captioning model ofa_imagecaption_coco_large_en [68]
to extract contextual information 𝐷𝑖 from the target image 𝐼𝑡 . Then
we combine this with the text prompt (𝑇𝑝 ) to generate a new image
with DALL·E [51].

For image-based image fusion, users can upload a personal inter-
est image (𝐼𝑖 ), and we extract descriptions (𝐷𝑝 ) from the personal
images using the similar method with OFA [68]. Then we combine
it with the 𝐷𝑖 extracted from the target image to generate a fused
image in the same method with DALL·E [51]. The prompt for the
two above condition is shown below:

Prompt: <D_i> + under the context of: + [<T_p> or <D_p>]

(b) Caption Fusion. Text and image contexts can also be used to
drag and fuse with the caption to create more relevant and engaging
promotional captions under the post requirements. In text-based
caption fusion, users can provide a text prompt (𝑇𝑝 ) alongside the
target caption (𝐶𝑡 ) to regenerate a more refined caption with GPT-4
API [45].

For image-based caption fusion, users upload a context image (𝐼𝑖 ).
Similarly, we use the model ofa_imagecaption_coco_large_en [68]
for image captioning to extract the relevant description (𝐷𝑖 ) from
the image and combine it with the target caption (𝐶𝑡 ) to generate a
new caption through GPT-4 that matches the image’s context. The
prompt is shown below:

Prompt: Regenerate the following caption <C_t> based on
the context: [<T_p>/<D_i>]. Highlight important keywords
with asterisks and include icons.

6 USER EVALUATION
We conducted a within-subjects controlled experiment compar-
ing Influencer with a Baseline. According to our formative study,
Google Search stands as the most commonly utilized platform for
seeking inspiration, and ChatGPT and Powerpoint are commonly
used by users, making it a suitable baseline system for promotional
post design. We excluded specialized tools like Canva and Adobe
Express from the baseline comparison, as they are generally pre-
ferred by experienced designers. Novice users tend to favor more
familiar tools like ChatGPT and PowerPoint due to the steep learn-
ing curve of specialized platforms. The baseline (Figure 8) featured a
Google Search-like interface with essential functions such as image
searching (utilizing the same database) and image saving capabili-
ties. Users can employ ChatGPT to customize the image and write
the caption to create a promotional post, and use PowerPoint to
finalize the promotional post design.

6.1 Participants
We recruited 12 participants (7 women and 5 men, age:𝑀 = 27.3,
𝑆𝐷 = 3.6) via social media and mailing lists. The majority (10
out of 12) need to engage with graphic design in their daily tasks,

https://pypi.org/project/colorthief/
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Search Engine ChatGPTA B PowerpointC

Figure 8: The Baseline system includes two parts: (A) search
engine, (B) ChatGPT, and (C) Powerpoint, which resembles
the current workflow with industry standard tools.

although they are not proficient designers. Their occupations in-
clude: 4 marketers, 4 product managers, 2 graduate students, and 2
small business owners. With a pre-study questionnaire, they were
considered novice designers based on their self-reported design
experiences on a 5-point Likert Scale, including expertise in pro-
motional post design (𝑀𝐷 = 1, 𝑆𝐷 = 0.42) as well as familiarity
with color theories (𝑀𝐷 = 1.5, 𝑆𝐷 = 0.78), ChatGPT (𝑀𝐷 = 1.5,
𝑆𝐷 = 0.63), and Powerpoint (𝑀𝐷 = 1, 𝑆𝐷 = 0.56), where 1 indicates
less expertise/ familiarity. Thus, they are representatives of the typ-
ical target users for Influencer (e.g., marketers, product managers,
UI designers, and small business owners) who want to easily and
quickly produce a few promotional post designs for broadcasting
events or products.

6.2 Tasks and Design
We employed a within-subjects design for the study. We designed
three tasks to compare Influencer with the Baseline on multiple
aspects of creativity and assistance in promotional post design
tasks. All tasks require users to design a promotional post from the
provided topic which is the most common case for novices to not
start from scratch. We set a 10-minute time limit for each task with
each system (Baseline and Influencer) to simulate a timing design
scenario. This also allowed the study length to be reasonable in a
within-subject design.

Task 1 focuses on a product promotion scenario. Given a product
topic “Fruit Juice", users need to design relevant images to comply
with the topic. They also need to generate the related captions
to be compatible with the images and make the final post design
harmonic overall.

Task 2 focuses on the scenario of activity promotion. Provided
with an activity theme: “Basketball Game", participants need to
design the promotional image to achieve a design matching the
theme. Participants should also generate reasonable captions to
express a particular design need and suitably describe the image.
There should be at least two versions of the final product with
different colors to accommodate different sentiments or occasions.

Task 3 aims to test the brand-based promotion design scenario.
Given a brand image and topic: “Ramen,” participants need to design
an image compatible with this brand image on the canvas, which
includes the color of the image, and the object of the image. In
addition, the final design should be aesthetically pleasing.

6.3 Procedure
During the study, participants complete the above three tasks us-
ing both of the study systems (i.e., Influencer and Baseline), one
after another. The order and combination of study data and tools
were counterbalanced. For each condition, participants were first
introduced to the study system (i.e., Baseline or Influencer). During
the Influencer condition, participants were given a brief tutorial
demonstrating its basic functionality, followed by a period of free
exploration. Once users were comfortable using the tool, tasks
were presented sequentially with the final deliverables for each
task. Once participants finished their session, we asked them to
provide a binary (yes/no) answer for each task’s completion sta-
tus. After completing those tasks , each participant were asked
to complete a questionnaire related to their experience, compar-
ing the Baseline and the Influencer. The questionnaire included
the Creative Support Index (CSI) assessment [13] regarding users’
experience in exploration, expressiveness, enjoyment, workload,
etc. Besides, we conducted a short semi-structured interview with
each participant to gain their qualitative feedback. The entire study
lasted approximately 90 minutes including three tasks per condi-
tion, questionnaire, and semi-structured interview, and participants
were remunerated with $20.

7 RESULTS
7.1 Quantitative Results
In the following, we report our results on task completion rate and
participants’ ratings for Influencer and Baseline.

Completion rate.With Influencer, all participants claimed they
had completed all the required promotional posts within the given
time for the three tasks. With the Baseline, 91.67% (11/12) of par-
ticipants completed the post design in Task 1, but only 75.00%
(9/12) of the post design in Task 2 and 83.3% (10/12) in Task 3 were
fully completed. Participants struggled to complete tasks with the
baseline due to the time-consuming process of finding suitable im-
ages through Google Search and the iterative nature of creating
posts with tools like ChatGPT and PowerPoint. Counting all the
completed tasks, the average task completion times across all par-
ticipants for Influencer were 5.2 minutes (𝑆𝐷 = 0.29) for Task 1,
7.3 minutes (𝑆𝐷 = 0.39) for Task 2, and 8.6 (𝑆𝐷 = 0.37) minutes for
Task 3. For Baseline, the average completion times were notably
higher: 6.2 minutes (𝑆𝐷 = 0.52) for Task 1, 8.1 minutes (𝑆𝐷 = 0.45)
for Task 2, and 9.6 minutes (𝑆𝐷 = 0.41) for Task 3, all remaining
under the 10-minute limit. This highlights the efficiency of our
system compared to Baseline. Task 3 required the most time due
to its emphasis on aligning design elements with a specific brand
image, which involved additional customization. This indicates that
Influencer has the potential to accelerate design processes when
designers need to edit images or quickly generate alternative de-
signs. Here, we present six representative drafts among 72 drafts
generated with Influencer and the baseline system in Figure 9.

Design Experience.We utilized the Creativity Support Index
(CSI) [13] to measure the degree of creativity support for Influencer
and the Baseline in the study. Participants rated five creativity
support factors with scores on a Likert scale from 0 (strongly dis-
agree) to 5 (strongly agree). Figure 10 shows the individual CSI
score for each factor, i.e., enjoyment, exploration, expressiveness,
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Promotional 
Image

Caption A vibrant display of 100% 
natural fruit juices with 
fresh fruits.  Don’t miss 
out 

 100% Natural Goodness 
 Packed with real fruit and 

pure ingredients, this juice is 
your daily dose of 
freshness and vitality! 

P1 with Influencer P1 with Baseline P4 with Influencer P4 with Baseline P10 with Influencer P10 with Baseline

(a) (b) (c)

The court is ready—let’s 
play and make every 
shot count!

 Game On  Step up 
and feel the thrill of the 
court! It’s time to show 
your skills and own the 
game! 

Enjoy the fresh 
ingredients and classic 
flavors in every perfect 
bowl!

 Taste the Magic  Dive into a 
bowl of perfectly cooked 
noodles, savory broth, and 
fresh toppings—a magical meal 
that will leave you craving more! 

Figure 9: Examples of six drafted posts generated by three participants (P1, P4, P10) with Influencer and Baseline system in
three tasks: (a) a fruit juice promotional post for a small grocery store, (b) a post for promoting basketball game activity, and (c)
a ramen advertisement for a Japanese restaurant.

Enjoyment Exploration Expressiveness Immersion Results-worth-effort
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Figure 10: Results of Creative Support Index (CSI) for Influ-
encer and Baseline (the higher the better) on the factors of
enjoyment, exploration, expressiveness, immersion, and re-
sults worth effort.

immersion, and results-worth-effort. Overall, Influencer achieved
a CSI score of 76.8 (𝑆𝐷 = 13.52), which is higher than the Base-
line with a score of 66.5 (𝑆𝐷 = 18.29). The paired t-tests show
that the overall CSI score of Influencer is significantly higher than
that of Baseline (𝑡 = 3.87, 𝑝 = .0009). It was found that Influ-
encer generated statistically significant improvements in enjoyment
(𝑡 = 3.59, 𝑝 = .0008), exploration (𝑡 = 3.94, 𝑝 = .0025), expressive-
ness (𝑡 = 4.14, 𝑝 = .0299), immersion (𝑡 = 3.97, 𝑝 = .0314), and
results worth effort (𝑡 = 3.18, 𝑝 = .0173). The results indicate that
participants enjoyed their overall experience with Influencer. Influ-
encer supported graphic design explorations effectively, enhanced
users’ expressiveness during the creative process and increased
their satisfaction with their design outcomes.

Usefulness of Functions. We also evaluated different func-
tionalities within Influencer to see which ones are comparatively
more useful with a 5-point Likert scale: mind-map based Visual
Representation (𝑀 = 4.1, 𝑆𝐷 = .71), Materials Fusion (𝑀 = 3.6,
𝑆𝐷 = 1.24), Post Generation (𝑀 = 3.9, 𝑆𝐷 = .84), Caption Recom-
mendation (𝑀 = 3.4, 𝑆𝐷 = .65), Storytelling Recommendation for
Image (𝑀 = 3.8, 𝑆𝐷 = 1.24), Color Recommendation for Image

(𝑀 = 2.4, 𝑆𝐷 = 1.57), Object Recommendation for Image (𝑀 = 3.1,
𝑆𝐷 = 1.16), Regenerate Image (𝑀 = 2.3, 𝑆𝐷 = .89), Mask Edit
Image (𝑀 = 2.8, 𝑆𝐷 = 1.26). As we can see, mind-map based Visual
Representation, Post generation, and Dragging Interaction were
recognized as the most useful functions in Influencer. However,
we also find that some functions have deviations, including mate-
rials fusion, storytelling/color/object exploration, and mask edit
images. P2 commented: “Sometimes mask edit cannot generate the
exact object as I expected”. P5 also added: “I can’t get the exact color
I want through image recommendations or fusion feature, especially
when I want colors that are slightly different, like dark blue and light
blue”. According to our observations, this kind of disagreement
in usefulness evaluation reflects different user preferences with
different post design habits and the limitation of color extraction
and object detection models (see Section 9 for more discussion)

7.2 Qualitative Results
In general, participants appreciated various novel functions of In-
fluencer. We summarize their feedback from the semi-structured
interviews based on the following themes.

General preference. Overall, 10 out of 12 participants stated
that they would like to use Influencer as their promotional post
design tool over the baseline system. Two other participants pre-
ferred to combine the two systems to do image searches and get
image and caption recommendations but did image customization
on another interface.

Image/ caption recommendation Influencer employs multi-
dimensional recommendation framework for image/caption explo-
ration while the baseline uses Google. All participants had a clear
preference for the multi-dimensional recommendation framework
for design materials searching during the interview. Eight noted
that the images retrieved were creative and useful compared to their
prior experiences using a search engine (P1-2, P4, P10-12). They also
mentioned the usability of three-dimensional recommendation for
image and caption and stated “I would appreciate using this function
when lacking initial ideas on post design. The recommendations fit
my design goal well.” (P6). In addition, participants mentioned that
even though there are some recommended images are not suitable
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for the topic, it is still useful since Influencer already saves them
more time in designing a final version of the post design (P8). Fur-
ther, “recommendations make post design process easier and reduce
my mental effort required for brainstorming.” (P7). Meanwhile, three
participants (P4, P10, P11) recognized the three recommendation
directions on caption based on different contexts: “I can quickly
change my post captions to fit different scenes, making it much easier
than starting from scratch.” (P9). The feedback indicates that the
multi-dimensional image and caption recommendation is useful to
facilitate the promotional post design with desired content.

Context-Aware Exploration quality All participants found
that the context-aware recommendation is helpful. The utility of
context-aware exploration was highlighted when exploring the
images and captions based on the given materials: e.g., “it swiftly
guides users to find post images and captions that align with their
given brand logo or product message"” (P1-3), “I can get many cap-
tions following my preferences or product relevance through context
awareness on caption exploration"” (P5). Moreover, the logical in-
teraction of context-aware exploration was also recognized by 3
participants(P6, P7, P10): “It is user-friendly to allow me to update
the recommendation stuff by dragging the created text prompt to the
target recommendation block.” Another participant also appreciated
the linkage during the exploration: “The linkage in the mind-map
tells me why this recommendation block is updated, so I can track
and know what to focus on.”

Flexible fusion of various images and captions. Influencer
employs flexible fusion for customization, while baseline and only
use ChatGPT to iteratively regenerate the materials. Powerpoint
also provides limited customization features. Eight participants
echoed a clear preference for flexible fusion feature. They found it
useful when they wished to directly customize an image or caption
by writing a prompt or uploading the image they possess (P1-2,
P8, P10-12). By flexibly fusing the image or caption, they could
“freely customize the material based on my preference and iteratively
brainstorm” (P12). P1 also mentioned “It is helpful when I want to use
my image to directly rewrite a caption since it helped me integrate
the information from my images smoothly.” P4 echoed, “I feel it
convenient since flexible fusion helps me get multiple alternatives
quickly for easy comparison later.”

Mind-map layout to track thinking path and record design
alternatives. Four participants found it very useful to trace back
their thinking path (P6-8, P10). They expressed that it is very in-
convenient to switch from different tools to edit images or captions.
By enabling tracking design history, they can “check their design
process, freely fuse different materials, and review multiple design
alternatives.” P7 also added that “I feel secure since it records my
thoughts and helps me track my thinking process.” Another partici-
pant also mentioned different colors for dragging features helped
them clearly differentiate the exploration process and customize
the process (P11). He recognized the Influencer “showing how the
initial thoughts have been refined and making it easier for him to
follow the thought process and rationale behind decisions”. P12 added,
“I can personally upload an image or write a prompt to customize the
image or caption exploration path, which is very flexible and helps
me find the related image efficiently.” However, P4 mentioned a po-
tential problem: “It could become cluttered when handling too many
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Figure 11: Experts’ ratings on the quality of participant-
generated promotional posts on a 5-point Likert scale (the
higher the better) for five aspects: overall satisfaction (R1),
clarity of content (R2), audience engagement (R3), content
consistency (R4), and aesthetics (R5).

materials at once, making it harder to navigate and fuse elements
effectively.”

7.3 Expert Assessment
We recruited three expert designers to help us rate and analyze
participant promotional post designs. We also invited them to share
their views regarding Influencer afterward. The experts’ back-
grounds are as follows: 1) an assistant professor specializing in
graphic design, with 15 years of experience; 2) a visual designer in
the industry, focusing on advertising design, with eight years of
experience; 3) an art teacher, teaching art design in high school and
usually create design contents for the school’s social media, with
10 years of experience. We denote them as EA1-3, respectively.

Post Quality Assessment. While the CSI assessment in our
questionnaire indicates participants’ self-experience of the created
promotional post, these do not reflect how the posts are received
by the audience. To assess the quality of the promotional posts
created with Influencer, we invited the three experts to rate all the
post drafts from 12 participants in two hours. For a fair comparison,
we removed the trials from the two conditions if the participants
did not complete that task with either of the tools. Each expert
rated the promotional posts by participants on a 5-point Likert Item
and in random order. The results of their ratings on five different
aspects are shown in Figure 11. The Wilcoxon signed-rank tests
found that the outcomes of Influencer had significantly better rat-
ings than those of the Baseline for all aspects: overall satisfaction
(𝑡 = 632.0, 𝑝 = .0001), clarity of content (𝑡 = 984.5, 𝑝 = .0621),
audience engagement (𝑡 = 754.0, 𝑝 = .0015), content consistency
(𝑡 = 674.0, 𝑝 = .0002), and aesthetics (𝑡 = 803.5, 𝑝 = .0037). The
results indicate that Influencer could effectively facilitate users to
generate better quality promotional posts, more consistent with the
given topic, and more engaging, aesthetic, and clear for audiences.

7.4 External User Assessment
To evaluate the quality of the promotional posts created by the
participants from a “customer” perspecive, we conducted an online
survey with another 20 users (12 women and 8 men; age: 26.4,
𝑆𝐷 = 2.8) recruited via social media. The goal of this survey was to
capture third-person perceptions on the promotional posts. Each
user was asked to rate 40 posts (20 from Influencer; 20 fromBaseline)
randomly selected from the pool of design drafts obtained from our
user study, to ensure the survey in a reasonable length. They rated
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Figure 12: Customer feeling rating on the quality of partici-
pant generated promotional posts on a 5-point Likert scale
(the higher the better) five aspects.

these posts along five dimensions on a 5-point Likert scale and in
randomized order.

The results of their ratings are shown in Figure 12. TheWilcoxon
signed-rank tests found that the outcomes of Influencer had sig-
nificantly better ratings than those of the Baseline for all aspects
except relevance: engagement (𝑡 = 1.500, 𝑝 = .0005), clarity (𝑡 =

3.000, 𝑝 = .0005), relevance (𝑡 = 76.50, 𝑝 = .2504), effectiveness
(𝑡 = 10.00, 𝑝 = .0002), and visual appeal (𝑡 = 0.500, 𝑝 = .0003).
The results indicate that both Influencer and baseline can create
relevant posts, likely due to the sufficient customization options
available. However, Influencer leveraging AI-infused feature can
produce more engaging, clear, and visually appealing posts, which
are more effective in encouraging users to buy products.

8 CASE STUDIES
We conducted an in-depth review of two promotional post design
cases by inviting two participants to use the system based on their
real-life needs in two one-hour hands-on sessions. These two cases
span diverse settings, including public welfare activities and small
business marketing. In so doing, we intend to: (1) concretely il-
lustrate how the Influencer can assist everyday users in crafting
effective promotional content, and (2) refer back to these cases in
the following sections to contextualize the Influencer framework
through practical examples.

The case study started with a tutorial of Influencer. The partici-
pant was then presented with a partially completed promotional
post for a local community event and asked to continue the design
process. The think-aloud protocol was employed during the user’s
exploration and interaction with the tool. We assisted with any
technical questions regarding the system’s functionality. At the
end of the session, additional feedback was collected from the user
regarding their experience with Influencer. Figure 13 shows some
example outputs from the participants.

8.1 Small Businesses Promotion
To learn how Influencer can be used within a micro-entrepreneur
workflow, a one-hour hands-on session was conducted with a milk
tea shop owner (TO) who had just built her milk tea shop for two
months. As part of her daily job, she needed to promote her new
shop on her own, as she was just starting and did not have the
budget for advertising.

Exploring Promotional Content. After launching Influencer,
the TO browsed the Image Recommendation, where she was pre-
sented with various image options related to her milk tea shop.

She noted that the images covered different themes, such as vi-
brant backgrounds, minimalistic designs, and playful elements (Fig-
ure 4.E). She then used the Caption Recommendation (Figure 4.F) to
get an overview of the suggested captions generated by the system,
which were based on the initial keywords she provided. At a glance,
she noticed the product dimension captions effectively highlighted
the milk tea’s flavors and ingredients, as well as the enjoyment of
the drink, i.e., “The product captions describe the taste and freshness
of our teas, while the captions in advertisement and the event focus
on the special deals and fun gatherings at the shop.” Besides, she also
mentioned the effectiveness of generated captions: “the captions
captured our signature milk flavor and the chewy tapioca pearls per-
fectly which saves much time thinking about what to write for the
post.”

Next, she selected a few images and captions by clicking on them
to explore further. Together, with the help of the context-aware
exploration (Figure 5), she further wrote a text prompt and uploaded
his shop logo to refine the exploration result. She noted that the
text prompt seemed more helpful in finding the expected image
examples, especially when there is no well-recognized object from
the uploaded logo. She mentioned that “The text prompts helped me
out since my logo isn’t that famous. It was great for finding the right
kind of images that fit my shop’s style.”

Customizing Promotional Content. The TO then wished
to continue customizing her selected captions and images. She
noticed the system’s flexible fusion feature (Figure 6) for captions
automatically adjusted the text to wrap aesthetically around the
image, enhancing the storytelling aspect of her promotional posts.
For example, she dragged an image of a vibrant, freshly poured milk
tea next to a caption that read, "Burst of Flavor in Every Sip," which
dynamically integrated the text into the lively visual scene. She
appreciated this flexible fusion feature: “It is interesting to blend text
and image. I can share the stories visually and textually at once.” She
added: “When I dragged ’Fresh milk tea with golden ratio of pearls’
next to the cup image, it pops out against the dark background—much
better than just plain product descriptions!” . She then uploaded her
shop’s logo and dragged it onto the selected image to adjust the color
palette to match her shop’s logo. She noted that the image featuring
a close-up of a milk tea cup with a colorful background aligns with
the fun and energetic tone she wanted to convey, commenting that
“This image expresses our shop identity.”

She also noticed that the system allows her to save and com-
pare different versions of the promotional post, making it easier
to choose the most satisfying design for her promotion. She com-
mented: “The captions gave me good options—one highlights our milk
tea and chewy pearls, and another creates a cozy tea time mood.” The
final design she selected was then ready to be posted on her shop’s
social media account. She suggested adding automatic suggestions
of similar designs would be helpful for the decision-making process.

Posting and Observing the Impact. The TO selected the sec-
ond promotional post showing the lively poured milk tea. She then
shared the promotional post on her shop’s social media account.
She wanted to see how her followers would respond to her crafted
promotional post. She immediately noticed positive engagement,
with around 40 likes and multiple comments from loyal customers
and new followers in two hours. She observed that the post’s bright
colors and energetic tone aligned well with her target audience’s
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Case Study 1: Small Business Marketing Case Study 2: Public Welfare Activity

Figure 13: Participant-generated promotional post examples during the two case studies.

expectations, and the caption “Burst of Flavor in Every Sip!” res-
onated strongly. Some customers commented: “Looks delicious! I
can’t wait to try this!”

The TO was particularly excited by the spike in engagement,
which she had not experienced before. “This post is catching people’s
attention,” she remarked. The sudden influx of interactions gave her
the confidence to continue using Influencer for future promotional
campaigns. She realized that by leveraging the system’s intuitive
design tools and targeted content suggestions, she could consis-
tently create posts aligned with her brand’s identity and customer
preferences.

8.2 Public Welfare Activities Promotion
To learn how Influencer can be used within a public welfare activity
organizer’s workflow, a one-hour hands-on session was conducted
with a teacher (TH) with eight years of experience organizing public
welfare initiatives to support impoverished students in the coun-
tryside. As part of her work, she had to create a promotional post
for this event, but she had limited experience in design and social
media promotion.

Understanding the Community’s Needs. After launching the
Influencer, the TH started by exploring the Image (Figure 4.E) and
Caption Recommendation features (Figure 4.F). She was presented
with various thematic images and text options that resonated with
the spirit of community service and education. She noted a collec-
tion of images ranging from candid classroom scenes to detailed
shots of educational materials, all conveying support for impover-
ished students. At a glance, she said that these images conveyed
reasonable messages, i.e., “These images capture the reality of the
students’ daily educational experiences.”

Next, the TH selected specific images to explore further. She
noted that Influencer’s dynamic user interface allowed her to click

on and enlarge images for a better view. She could further scruti-
nize each image’s context and composition to ensure they matched
the message she wanted in her promotional posts. She noticed
that the caption “highlighted the classroom’s collaborative spirit and
the students’ active engagement.” She also commented that the rec-
ommended images under the storytelling dimension seem more
suitable for welfare activity promotion. “Storytelling dimension cap-
tures the essence of our welfare activities, focusing on the educational
environment and student interaction. But images under product and
activity seem to focus more on commercial aspects.”

Designer Alternatives. The TH then wished to create multiple
promotional post designs on the Influencer platform since she was
uncertain about what styles would most appeal to her audience. She
generated multiple design alternatives on the canvas by using the
flexible fusion feature to blend images and captions and presented
these to a group of students, aiming to estimate their reactions
and preferences: “The fusion feature allows me to quickly generate
multiple images, like blending students studying in a rural school
setting with a vibrant background of local landscapes.” She also
appreciated the regenerate feature, commenting that “It helps me
find similar images with related meanings, like variations of the school
setting or different angles of the same landscape.” She noticed that
the generated caption from the system is useful because it “captures
the essence of rural students immersed in their studies with a lively,
beautiful background.”

She appreciated the canvas to showcase these design alternatives
clearly and dynamically. With canvas, she got some post designs
that were more popular with the students. “The regenerate feature
then helps me find similar images with related meanings, such as
variations of the school setting or different angles of the same land-
scape.”
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Continue Mobile sharing and impact evaluation. The TH
then posted the final promotional designs on various social me-
dia platforms using Influencer’s direct publishing features. She
observed huge responses from both her colleagues and students.
Particularly, they responded positively to images that showed in-
teractive classroom activities and the direct impact of donations,
clearly highlighting the students’ needs and how could improve
their learning environments. The event received about 320 sign-ups
out of the school’s total of 347 students. Additionally, over 250
students inquired about how to donate and contribute supplies via
her promotional post sharing channel.

9 DISCUSSION
This paper focuses on promotional post design, enabling everyday
users to express their creativity such as in micro-entrepreneurship.
As indicated by the results, using Influencer could streamline the
promotional post design process, enabling users to craft engag-
ing and effective promotional content with relative ease. Beyond
presenting a novel design case and contextually confirming the
benefits of our tool, we discuss the extracted underlying patterns
and implications for future research and design below.

9.1 Examples and Context as Key Components
in Design

Studies have been conducted to explore the idea of a recommen-
dation framework on how users could get inspiration from single
visual elements [29, 32, 33, 48]. However, little has been done to
explore and use context-aware exploration for specific design needs.
Our work shows that it can improve the process beyond simple rec-
ommendations, especially in complex design situations that need
customized solutions. Our findings from Section 7 reveal distinct
views of three dimensions in the context-aware exploration: “Story-
telling dimension is easy to use and understand.” (P2 and P8). “Color is
useful in most cases especially when I upload a brand image and want
to find related images in a similar color schema.” (P10), “Object dimen-
sion can help me find images having similar objects which are helpful
when I need to design a product-type promotional post.” (P11). But
P6 and P7 expressed concern about color and objects in one of the
tasks they did. They mention the image recommendation on color
sometimes is slightly inaccurate. The reason may be the inaccurate
color extraction caused by the limitation of the object detection
model, leading to colors that do not match the users intend to use in
their uploaded brand image. To better support this approach in de-
signing, one design expert (E2) suggested that adding a color picker
to let users choose preferred colors, and then recommend related
color palettes may be helpful to improve image recommendation
accuracy. Moreover, while Influencer demonstrates the feasibility
of context-aware image exploration, its approach could be extended
to different image datasets. Future work could further investigate
how dataset selection influences recommendations and consider
potential ethical concerns, such as dataset ownership and copyright
constraints, when applying this system more broadly.

9.2 Flexible Fusion and Generation with
Personalization

Our formative study data suggests that Influencer offers a valuable
feature for arranging and combining design elements through an
interactive drag-and-drop function. This simplifies the design pro-
cess and provides a new experience not fully available in current
creative tools. They usually offer template-based designs, where
users select from pre-defined layouts and styles, limiting the scope
for personalized interaction and creativity [64, 67, 72]. The future
design could build upon this experiential interaction and make the
design process more immersive. For example, in 3D design, when a
user moves one 3D model near another, the system can automat-
ically align and merge the shapes into a unified, complex entity.
Further, when lighting elements are added to the scene, their effects
can intelligently blend to create a cohesive atmosphere that en-
hances the visual impact of the 3D space. Besides, based on our user
studies, we learned that users may have different preferences on
the design styles of post images and captions. We can use data ana-
lytics and machine learning to analyze user behavior, preferences,
and past design choices, providing customized recommendations
for images and captions. Moreover, This is also an interesting av-
enue to consider in the future development of more personalized
recommendation models in design.

9.3 Trade-off between Automation and
Autonomy

To facilitate the creation of promotional posts by design novices,
Influencer employs a nuanced recommendation system that care-
fully balances guidance with creative freedom. The examples in the
findings show that a multi-dimensional recommendation system
for images and captions enhances the design process by providing
a wide range of visual and text options, allowing users to explore
different design ideas. Further, users were able to tailor the de-
sign process to the user’s specific brand narrative and aesthetic
preferences with context-aware exploration. The results indicate
that Influencer outperforms the baseline on various design tasks.
However, this customization is limited by the performance of the
Generative Image AI models. For example, “The image fusion fea-
ture sometimes doesn’t work as I expected. Newly generated images
didn’t change the style of my dragged image.” (P12). Fine-tuning the
Generative Image AI model in a post image dataset could improve
the visual quality of generated post images. Allowing users to edit
and polish the images later would also be a helpful addition to the
system, such as adding text to the image, adjusting image saturation,
and other basic features like those in Photoshop. In summary, this
suggests that an ideal design system should balance automation and
autonomy to provide inspiration with recommendation, generation,
and customization abilities.

9.4 Limitations and Future Work
This work has several limitations which we plan to address in
the future. First, even though our system supports auto-layout for
each block, it struggles to maintain flexibility when users create
many alternatives, often requiring manual adjustments to resolve
overlapping blocks. While users can modify design elements like
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images, captions, and color schemes, the flexibility to fully cus-
tomize layouts and structures remains limited. Future work could
focus on developing a more flexible mind-map editor that supports
self-defined layouts, allows users to save useful blocks based on
their needs, and enables seamless collaboration through real-time
feedback and enriched design workflows.

Second, Influencer recommends images based on three dimen-
sions: storytelling, object, and color. However, the current visual
algorithm has limitations in accurately identifying highly related
images within complex images. Additionally, when users upload
their own images and attempt to update the image recommendation
block, existing vision models cannot correctly extract the story-
telling concept of the uploaded image. To improve the accuracy of
recommendation algorithms, we could try to expand the dataset
and use a more advanced vision model in the future.

Third, since there are many kinds of information including texts,
photos, typography design, and layout that can inspire users, our
three-dimensional exploration would benefit by some extension.
To adapt our system to more creative scenarios (e.g., banner design,
photography, etc), we can include more images in the dataset or
recommend images in more dimensions (e.g., typography, mood,
style). Also to help professional designers, we can incorporate Influ-
encer with Photoshop to perform more complex tasks or leverage
advanced image editing features from Photoshop to fulfill more
advanced user needs.

Fourth, the validation is constrained by limited cases, which may
not capture the diversity of real-world creative scenarios. Broader
case studies across various domains are needed to validate whether
the results can be broadly applied. Long-term deployment and
testing are also needed to assess how the system adapts to evolving
user needs and supports creative workflows over time.

10 CONCLUSION
In this paper, we have introduced Influencer, a tool designed to
support novice designers such as freelance creators, marketers, and
product managers with promotional post design. By seamlessly in-
tegrating captivating images and well-crafted captions, Influencer
addresses the challenges faced by design novices in generating
attention-grabbing content. Our system offers a mindmap-like lay-
out for ideation and incorporates multidimensional AI-powered
exploration and customization of related images and captions to rev-
olutionize the design process. Additionally, Influencer allows flexi-
ble fusion of various design elements. Through a comprehensive
evaluation, including controlled experiments, expert assessment,
external user assessment, and case study, we have demonstrated
that Influencer significantly enhances the ideation and design pro-
cess. It enhances the effectiveness of promotional post design in
different task scenarios by fostering engaging interactions, diverse
explorations, and trackable thought processes.
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