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Figure 1: Workflow of Locomoontion, a precise 3D locomotion technique in VR. a) Find the object that the user wants to
approach and point with semi-auto Conductor[65] (a 3D cursor technique). b) Press the index trigger on the dominant controller
to select the object. Locomoontion will make the world semi-transparent and create a solid copy of the object as a preview of
the final teleportation view. The preview will be snapped to the red cursor on intersection of the plane on the non-dominant
controller and ray on the dominant controller, as per manual Conductor. c) Users can manipulate the preview by c1) rotating
the joystick to rotate the object or c2) moving the object in 3D space with manual Conductor. d) To finalize, users can either
d1) release the index trigger, snap the object to the preview, together with the rest of the world, or d2) move the intersection
backwards of the ray shooting direction to cancel Locomoontion.
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ABSTRACT
Teleportation - changing the point of view in 3D space by specify-
ing a position - is one of the most common locomotion solutions in
VR. However, it currently lacks a mechanism to adjust the height
in 3D space, and it is difficult for users to predict the exact final
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view after the teleportation. Users are relocated to a place with-
out knowing what the final view will look like. As a result, they
often need to perform remedial interactions to achieve their ideal
position, which can be time-consuming and effort-intensive. In this
paper, we present Fly the Moon to Me (Locomoontion), a novel tech-
nique that enables users to bring their destination to themselves
through object manipulation. Users first create a copy of the object
they want to approach as a preview by selecting it, then bring it to
an ideal position and direction using existing object manipulation
techniques, and then snap the original object to the preview to-
gether with the rest of the world. A controlled experiment with 18
participants via a teleportation task reveals that Locomoontion is
more effective than the traditional Point&Teleport technique with
grabbing the world as a remedy to adjust the final positioning.
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1 INTRODUCTION
Virtual Reality (VR) is widely used in both recreational and pro-
ductive domains. Locomotion is one of the elementary interactions
in VR [33], which enables users to move in VR and interact with
distant virtual objects in a large VR space. Walking by feet, the most
immersive [51, 52] and least discomforting [25, 36] VR locomotion
technique, could be limited by real-world space constraints, includ-
ing limited tracking space and physical blockers in the room [22, 60].
Additionally, it is hard to reach different heights of a virtual space
by walking only. Several locomotion techniques were designed to
mitigate the challenges posed by limited physical space.

Locomotion techniques could be categorised primarily as two
types of movement: discrete and continuous [37]. The most popular
discrete locomotion in current VR systems is teleportation [9, 12, 19,
37], which allows users to be moved instantly after a destination is
selected by pointing to the ground. Other teleportation techniques
would involve a preset location, such as portals [16] and gates [24]. It
is easy to get hands-on, especially for long-distance movements, but
hard to predict post-teleportation appearance. They assumed users
could simply walk to their desired location for short-distance ad-
justments, but these refinement movements can be time-consuming
and potentially ergonomically problematic [58]. Such challenges
are particularly pronounced for seated users or individuals with
mobility impairments. There are precise continuous remedy inter-
actions like Point&Tug [8, 13, 34]. However, this approach may be
less efficient, requiring additional physical effort and potentially
disrupting workflow. Moreover, traditional point-to-the-ground
and teleportation techniques would not support 3D movement at
different heights, which requires the remedy interactions to specify

the height. With continuous locomotion techniques, users could
move in the virtual environment continuously but may experience
more motion sickness due to the mismatch of the static physical
body and moving world. Therefore, various interactions were de-
signed to mitigate the problem by reducing the visual area to a
small area in the centre [6] or asking users to perform some actions
such as walking in place [54], flying [39, 48, 67], swimming [26] and
cycling [17, 41]. However, they would easily introduce fatigue, thus
not being suitable for long-time use. Continuous techniques also
tend to require more time for the same locomotion task compared
to discrete techniques [58]. Our research question thus is: How to
enable quick and precise 3D discrete locomotion in VR?

In this work, we present Locomoontion, a 3D VR locomotion tech-
nique simulataneously enabling location (𝑥𝑦-plane), height (𝑧-axis),
and orientation with high precision, fast speed, and low physical
effort. Instead of moving the user to the desired position in VR, we
employ a novel approach to “bring” the destination object to the
user for previewing the teleportation results — fly the moon to me,
rather than fly me to the moon. We envision this technique being
particularly useful in scenarios that require precise locomotion over
visible distances – for example, when the goal of movement is to
position oneself for an object manipulation task. The Locomoontion
technique comprises the following steps:
• Selection And Preview: Users select the target objects that they
intend to teleport toward. A copy of the object will be generated
as a visual preview, clarifying the object’s post-teleportation
state.

• Direction And Position Adjustment: Users refine the pre-
view’s 3D position and orientation to align it with their desired
interaction location using Conductor [65], a 3D pointing tech-
nique, and direction with the joystick.

• Teleportation: Once users finalize the preview’s placement, the
original object is moved to the preview’s confirmed location,
followed by the rest of the world.
Locomoontion utilizes Conductor [65], a 3D pointing technique

that allows users to point anywhere in the 3D space, to facilitate the
3D position manipulation during the teleportation. With Conductor,
the user would control a pointing ray with the dominant hand
and a cutting plane attached to the non-dominant hand, and the
intersection of the ray and the plane will be the cursor position.
For 3D object selection, a Semi-Auto mode was also introduced
to facilitate the selection, where the object on the dominant hand
ray and closest to the intersection will be selected, and the cursor
will be placed in the first occlusion point on the object. In theory,
Conductor could reach an arbitrary 3D position in 3D space, but
it might be hard to point precisely when the distance is too far.
Semi-Auto Conductor has been proven to perform well even with
high occlusion.

To assess the performance of Locomoontion, we conducted a con-
trolled experiment with 18 participants to compare our technique
with the most popular point and teleport technique for teleportation
tasks. We adopted a within-subjects design involving 3 DISTANCE,
3HEIGHT, and 4ANGLE conditions.With the current popular point
and teleport technique, we conducted a within-subjects experiment
with 12 participants with a box positioning task. The independent
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variables of the study include 3 DISTANCE, 3 HEIGHT, and 4 AN-
GLE conditions. The result shows that Locomoontion achieved less
task completion time for both overall (2.4 seconds faster) and among
all conditions, also with less physical fatigue. We also discuss the
limitations of Locomoontion and some potential future extensions
such as “Fly The Moon Away From Me”.

2 BACKGROUND
In this section, we present related work on VR locomotion, espe-
cially 3D teleportation techniques, as well as object manipulation
techniques in VR. We also introduce Conductor in detail, which
Locomootion is based on.

2.1 VR Locomotion Techniques
A large body of VR Locomotion techniques has been explored in the
past. Walking, one of the most intuitive ways to travel, provides a
continuous way to navigate in VR. Some walking techniques allow
users to walk in the real world but withmodifications, such as rescal-
ing the walking space [3] or altering the direction mapping between
the real and virtual world [4, 32, 42, 46]. While those techniques
reduce the necessary space, they still demand unobstructed areas.
In order to enable stationary locomotion in VR, in-place locomo-
tion techniques were developed. One of the most significant issues
with in-place locomotion techniques is motion sickness [6, 24, 29]
resulting from the visual and vestibular mismatch when the user re-
mains still while the VR experience shows they are moving rapidly
through a virtual environment. To mitigate motion sickness, some
techniques incorporate physical movements during locomotion to
convince the mind that the body is in motion.Walking-In-Place [54]
is one of the most popular solutions for this design. Devices like
treadmills [15, 23, 49] or cycling [17, 41] were also developed for
simulating walking. Other body movements like arm rolling [38],
jumping [61], finger simulating walking [30, 63], or swimming [26]
were also introduced for the compelling purpose. In contrast to
continuous locomotion techniques, teleportation [9], a discrete
method of movement in VR, typically allows users to specify a
point and then instantly move the user there. Certain teleportation
methods allow users to indicate the desired direction [9, 19] after
teleportation during the process of selecting the teleportation des-
tination. One common way is Point&Teleport, which is pointing at
the ground using a ray, and the user will be moved to the collision
point. Apart from being triggered by controllers, other body parts
like the eye [45], foot [56], and wrist [12] were created for telepor-
tation as well as for bare-hand VR teleportation. Different proxies
like gate [24] or portal [16] were also introduced for teleportation.
Bimberg et al. [7] proposed a technique that first selects the object
of interest and then the teleportation position, automatically ori-
enting the user to face the selected object. However, it does not
allow specification of height and does not provide a preview of the
final view after teleportation, which may require small positional
adjustments. Buttussi et al. [10] compared teleportation, joystick,
and leaning-based locomotion techniques in a VR travel task. The
result revealed that joystick and leaning-based techniques elicited
similar levels of VR motion sickness, while teleportation techniques
had no significant impact on the participants’ well-being. Addition-
ally, Frommel et al. [18] also found that teleportation provided the

least discomfort and the highest scores for enjoyment, presence,
and affective state.

2.2 VR Locomotion in 3D
Certain methods were introduced to enable users to navigate thor-
oughly through virtual 3D environments by incorporating height
adjustments during locomotion. Skyport [37] controls a cursor on
a ray shooting from the controller, using a touchpad to control the
distance of the cursor, and the user would then be teleported to the
cursor’s position. A coin collection experiment was conducted to
evaluate the performance, where the participants needed to move
to somewhere within 1 meter away from the coin. They compared
two aiming methods (linear and parabolic) and three transition
types (instantaneous, interpolated, and continuous) and found that
linear aiming and instant transition performed better. However, it
cannot control the direction after teleportation, and the precision
is limited. Weissker et al. [57] created a preview of the users’ avatar
and moved it by specifying the 2D position and elevation above
the position using the controller. Specifying the 2D position and
elevation could be simultaneous, two-step, or Separate, each with
its own advantages and disadvantages. However, the final view
from the user’s perspective remains unknown, and the direction
is not supported. Point-Tug [8, 13, 34] techniques, inspired by the
ladder-climbing motion, would allow the user to grab the world and
tug to move the world. Originally, it would support the x-z plane
but not vertically in the y-axis. In our experiment, we extended
it to 3D and treated it as a refining step for Point&Teleport tech-
nique, combining them and comparing them with Locomoontion
technique. Some approaches also explore how to use existing tools
or paradigms for 3D movements, like ladders [27, 31, 50], virtual
stairs [31], ramps [14], and elevators [55]. Actions like jumping [61],
swimming [26], and flying [39, 48, 67] were introduced as well, with
the benefit of reducing VR sickness.

2.3 Object Manipulation Techniques
Virtual Hand [40, 44, 59] techniques are considered one of the most
natural solutions for manipulating the location and/or rotation of
a distant object in VR. The User controls a 3D cursor in VR with
controllers or bare hands and translates the offset to the cursor posi-
tion. However, these techniques often require a significant amount
of time, especially for distant objects, which can lead to increased
fatigue. OrthoGaze [35] allows the gaze to manipulate the object
along three orthogonal planes in VR. Yu et al. [64] also proposed
four designs for gaze-supported object manipulation combined
with hand motion. However, they didn’t support depth changes
beyond the user’s hand reach. In contrast, World-In-Miniature tech-
niques [43, 53] involve scaling the world and manipulating the
world to access objects. Some 3D selection techniques also offer
potential for 3D object manipulation, as they can control a cursor in
3D space, not limited to selection only. One solution involves plac-
ing a cursor on a ray and using a controller to control the cursor
depth on the ray, for example, using a touchpad [5] or a smart-
phone [47]. There are also bimanual cursor control techniques that
use a ray [28, 62] or a plane [65] on the non-dominant controller
to intersect the dominant controller’s ray and control the cursor
accordingly.
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2.4 Conductor
Conductor [65] is a 3D pointing technique on which Locomoontion
is based. It involves a ray projecting from the dominant hand and
a plane attached to the non-dominant hand. Users can control the
plane and ray to employ the intersection of the plane and ray for
pointing in 3D space. Conductor offers two modes: manual mode
and Semi-Auto mode. In manual mode, the cursor will always be
positioned at the intersection, and the object closest to the cursor
will be selected. In Semi-Auto mode, the object that collides with
the ray and is also closest to the intersection will be selected, and
the cursor will be snapped to the first collision point of the ray and
the object. The selection is performed by the dominant controller’s
index trigger. The selection performance of Conductor, particularly
in Semi-Automode, was proven to be faster than RayCursor [5] even
under high occlusion and small target conditions. In Locomoontion,
we use Semi-Auto Conductor to facilitate quick object selection
among all the objects in theworld. Once selected, manual Conductor
is utilized to move the object (essentially the copy of the object)
along the ray. Note that once the object is selected, it will be attached
to the cursor, and the cursor will then be snapped to the intersection
together with the object, moving with the intersection.

3 LOCOMOONTION TECHNIQUE
Locomoontion is a VR locomotion technique that leverages Con-
ductor [65] to fulfill 3D position manipulation during the process
of teleportation. It consists of the following key steps shown in Fig-
ure 1. Our vision is that the preview-based teleportation workflow
will help reduce the task time, especially when reaching different
heights.

Object Selection and Preview Creation (Figure 1-ab): Lo-
comoontion utilizes Semi-Auto Conductor to select the object the
user wants to interact with by pressing the dominant controller’s
index trigger. It automatically creates a copy of the object as a pre-
view. As mentioned earlier, the preview will then be attached to
the red cursor, located at the first collision point of the ray and pre-
view. Subsequently, the cursor, along with the preview, is instantly
snapped and attached to the intersection of the plane and the ray
for position movement.

Position Movement (Figure 1-c2): Once the preview and cur-
sor are snapped and attached to the intersection, the preview will
continually follow the intersection of the plane and ray. Users can
adjust the preview’s position using manual Conductor. The user
keeps pressing the index trigger on the dominant controller to move
the copy with Manual Conductor. The copy looks identical to the
original object, while the rest of the world, including the original
object, will turn semi-transparent.

Direction Movement (Figure 1-c1): Users can also rotate the
dominant controller’s joystick clockwise or counterclockwise to
change the direction of the object. To activate rotation, the user
needs to push the joystick to the boundary. The user can then rotate
the joystick against the boundary clockwise or counterclockwise.
Based on our pilot testing, the Control-Display Gain (CD gain) of
the joystick rotation to object rotation is set to 1/3, which means 3
degrees of joystick rotation would lead to one degree of preview
rotation.

To keep the preview outline always snapped to the cursor, we
developed an algorithm to maintain that relationship as shown
in Figure 2. To calculate the rotation angle, we first define how
the preview is rotated and moved from the current frame to the
next frame. In the current frame, there is a collision point on the
dominant controller’s ray, which is also the cursor position. Then,
calculate the preview rotation Δ𝛼 . Draw a line from the object
centre to the collision point, and shoot another new invisible ray
from the preview centre with an angle difference of Δ𝛼 from the
line. The new ray will intersect with the outline of the preview at
a new collision point. Then rotate the preview from the centre by
Δ𝛼 . The new collision point will rotate together with the preview,
and then move the preview to the position where the new collision
point is at the same position as the cursor (previous collision point).
To prevent jitter while pushing the joystick against the boundary,
such as accidentally leaving the boundary at some certain angle,
the rotation won’t be completed until the thumb leaves the joystick.

Confirm and Teleport (Figure 1-d1): The previous two steps
allow users to move and rotate the preview freely in 3D space. Once
the preview is in the desired position and direction, the user can
release the dominant controller’s index trigger to confirm. At this
point, the original object that the user selected will be relocated to
the preview position and direction, along with the rest of the world.
By nature, Locomoontion can also facilitate height manipulation.
Users can simply select the ideal height, and move it lower or higher
and close to the user, given that the object is attached to the cursor.

Cancellation (Figure 1-d2): When users intend to stop tele-
portation, they can always initiate cancellation by positioning the
intersection point in a manner that contradicts the ray shooting
direction, and then release the index trigger to confirm the cancel-
lation. The algorithm is as follows (Figure 3). It first calculates the
normal vector of the plane towards the ray side; then performs a
dot product between the normal vector and the ray vector. If the dot
product is greater than zero, then it is cancelling the teleportation.

4 EXPERIMENT
We designed a controlled experiment to evaluate the performance of
Locomoontion by comparing it against the traditional Point&Teleport
technique with Bimanual Point&Tug as a baseline because it is the
most common teleportation technique in current VR applications
and games [1, 2, 20, 21]. We designed a 3D navigation task involv-
ing positioning a box to assess their respective performance. We
hypothesise that:
• H1: Locomoontion is faster than Point&Tug, since Locomoontion
takes less time for refining the position and is able to adjust height
quickly.

• H2: Locomoontion requires less physical demand than Point&Tug,
because it requires less physical movement when adjusting the
height.

4.1 Experimental Task
As shown in Figure 4, the task of the experiment asked users to
move to a specific place around an object with those two techniques,
which mimics the use case that they want to teleport to and interact
with some part of an object. Two distinct boxes were presented: a
larger blue box around the object to indicate the target location,
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Figure 2: Preview rotation algorithm (a) A collision point (red) on the ray, which is also the cursor position. (b) Then, calculate
the preview rotation Δ𝛼 . Draw a line from the centre to the collision point, and shoot another new invisible ray from the
preview centre with an angle difference of Δ𝛼 from the line. The new ray will intersect with the outline of the preview at a new
collision point. (c) Rotate the preview from the centre by Δ𝛼 . The new collision point will rotate together with the preview.
(d) The new collision point will rotate together with the preview, and then move the preview to the position where the new
collision point is at the same position as the cursor (previous collision point).

Figure 3: Cancel algorithm: Calculate the dot product of the
normal vector of the plane and the ray. If it’s larger than zero,
then it’s in cancellation mode.

and a smaller yellow box attached to the participant to represent
their respective location. Users needed to move to an ideal location
that could put the yellow box fully inside the blue box.

We selected this task to specifically highlight the refinement
aspect of our experiment. While many VR studies focus on long-
distance navigation challenges [19, 37, 57] — they often overlook
short-distance refinement, assuming users can effortlessly "quickly
navigate" to precise targets. However, even minor positional adjust-
ments can become time-consuming, induce ergonomic strain [58]
, or introduce usability barriers. This issue is amplified for seated
users or individuals with mobility impairments, where subtle move-
ments may require disproportionate physical effort or compromise
accessibility.

4.1.1 Task Design. The task is designed to be performed in a seated
position. In particular, there would be a white box (referred to as
Object) in front of the user in VR, which mimics the object that the
user may want to interact with. The white box is 0.3m in width
and depth and 2.5m in height (0.30m, 0.30m, 2.50m). The distance
between the participant and the object would be 1m, 3m, or 10m.
There is also a semi-transparent blue box attached to the object,
which indicates the target position that the user needs to move to.
The size of the blue box was 0.15m in width and 0.07m in depth
and height (0.15m, 0.07m, 0.07m). The blue target could appear in
four directions: front, back, left, and right of the object, and also
three heights relative to the user, which could be 1m, 0m, and -1m
(relative to the user’s height).

The purpose of this setting is to simulate the scenario in which
the user needs to move upward, stay the same height, and move
downward. There would be a yellow box that is smaller than the
blue box and always attached to the user, and always in front of
and 0.1m lower than the user’s eyes. The yellow box indicates the
user’s position. The size of the yellow box is 0.05m smaller than the
blue box in width, depth, and height (0.10m, 0.02m, 0.02m), which
restricts both the location and orientation. The goal of the task is
to put the yellow box fully inside the blue box. The blue box would
change from blue to green when the yellow box is full inside it.

4.1.2 Task Procedure. At the beginning of each trial, the white
object turned transparent to allow the user to locate where the blue
box target was since it might be behind the white object. Partici-
pants could take as much time as they wanted to locate the blue
target. Then, participants pressed the A button on the right con-
troller to start the trial. Once A was pressed, the system recorded
the start time, and the white object turned solid. The participant
then performed the locomotion technique until the yellow box was
fully inside the blue box. When they finished the locomotion, the
trial ended, and the completion time was recorded.
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Figure 4: The settings of the experiment. (a) The participant is at the same height as the blue target. (b) The participant is 1m
higher than the blue target. (c) The participant is 1m lower than the blue target. The solid blue box is the Front (0°) condition.
The semi-transparent boxes are Left (90°), Back (180°), and Right (270°) angle conditions. Only one box would be visible in one
angle condition. The distance between the user and the object could be 1m, 3m, or 10m. The yellow box attached to the user is
0.1m lower than the user’s head location (VR HMD coordinate) and 0.35m in front.

Figure 5: The implementation of the Baseline technique. The participant is going to reach the target position. (a) The participant
is rotating the joystick to shoot a ray pointing at the ground. It would be somewhere close to the destination. (b) The participant
releases the joystick to teleport there with the same height. (c1) The participant presses the two-palm trigger on the controller
to grab and rotate the world. (c2) The participant presses the two-palm trigger on the controller to grab and pan the world. (d)
The destination is reached.
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Figure 6: Screenshot of Locomoontion technique. a) Selecting the object with Conductor. b) Moving preview closer with
Conductor. c) Rotating the preview using the joystick. d) Fine-tuning the position until the yellow box is fully inside the blue
box (turn green).

4.2 Baseline: Point&Teleport and Bimanual
Point&Tug

We chose the Point&Teleport and Bimanual Point&Tug, the most
popular 3D teleportation technique, as the baseline (Figure 5).
This combination has been adopted by several VR applications
and games in current VR applications and games [1, 2, 20, 21].
Point&Teleport allows users to rotate the dominant hand joystick
to shoot a ray pointing on the ground. The pointing position repre-
sents the location of the teleportation, and the joystick direction
represents the direction that the user will be facing. Once the joy-
stick is released, the user will be teleported to that position with
the same height. In order to refine the position and direction, users
could also use Bimanual Point&Tug technique. Users can press the
two palm triggers to grab the whole world, and pan or rotate it
in any direction, which is similar to picture manipulation on the
touchscreen.

4.3 Participants and Apparatus
We recruited 18 participants from a local university via mailing list
and word-of-mouth, six women and 12 men, ages 22 to 35. All of
the participants were right-handed. Five of them are familiar with
VR. Participants received $25 Amazon Gift card as compensation
in local currency.

We developed an experiment platform with C# in Unity 3D
2021.3.27. We use Oculus Quest 2 as the VR Headset, and the exper-
iment platform is running as a standalone app installed inside the
Oculus Quest 2.

4.4 Design
We employed a within-subjects design with three primary indepen-
dent variables:
• TECHNIQUE with 2 levels (Baseline, Locomoontion);
• DISTANCE with 3 levels (1m, 3m, 10m);
• HEIGHT with 3 levels (-1m, 0m, 1m).
And a random factor DIRECTION with 4 levels (Front (0°), Left (90°),
Back (180°), Right (270°)).

The order of TECHNIQUES was counterbalanced with a Latin
square. Participants first finished all the trials for one TECHNIQUE

and then started the other. Within each TECHNIQUE, DIRECTIONS
were combined into one block, which means one block would con-
tain four trials with all four DIRECTIONS in a random order and the
same DISTANCE and HEIGHT conditions in a block. The combina-
tion of DISTANCE and HEIGHT was also executed in random order.
Once all the conditions were performed within a TECHNIQUE, we
repeated the same sequence 2 times, thus 3 repetitions in total.

The dependent variable of our experiment was task completion
time, which was computed from the time when participants con-
firmed finding the blue box position by pressing button A in the
right controller, to the time when the locomotion technique finished
and the yellow box was fully inside the blue box.

In summary, we collected: 2 TECHNIQUES × 3 HEIGHTS × 3
DISTANCES × 4 ANGLES × 3 REPETITIONS = 216 data points per
participant.

4.5 Procedure
The researcher first went through the experimental procedure, mak-
ing sure that the participants understood the experiment, and then
instructed the first technique to the participants. The research took
1 block (4 trials per block) to show how the technique works, and
then the participants tried it themselves for another 2 blocks. They
had 1 repetition to practice and 3 repetitions for the real experiment.
Participants were allowed to take a break between blocks. When
they finished the first technique, they performed the same proce-
dure again for the second technique. After they finished all the
techniques, they were asked to complete a 21-point (0–20) NASA-
TLX questionnaire and invited to a semi-structured interview. The
overall experiment took around 75 minutes for each participant.

5 RESULTS
For each combination of participant, TECHNIQUE, DISTANCE,
HEIGHT, and ANGLE, the task completion times more than 3 stan-
dard deviations from the mean time were excluded as outliers. In
total, 40 trials (1.5%) were removed.

To analyse the data, we used a repeated measures ANOVA with
TECHNIQUE, DISTANCE, and HEIGHT as the independent vari-
ables, and ANGLE being grouped. Holm-Bonferroni corrected post-
hoc pairwise t-tests were used for further analysis. Normality was
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Figure 7: Task completion time for locomotion task. Error
bars are 95% CI.
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Figure 8: Task completion time for different heights. Error
bars are 95% CI.

corrected using a Box-Cox transform.When sphericity was violated,
degrees of freedom were corrected using Greenhouse-Geisser.

5.1 Task Completion Time
Figure 13 shows the task completion time for the overall locomotion
task. A repeated measures ANOVA indicated a significant main
effect for TECHNIQUE on task completion time (𝐹1,17 = 32.17, 𝑝 <

.0001, 𝜂2
𝐺

= .38). Overall, Locomoontion (Mean = 4652.8 ms) was
faster than Baseline (Mean = 6669.3 ms).

Moreover, there were significant main effects for HEIGHT (𝐹2,34 =
17.13, 𝑝 < .0001, 𝜂2

𝐺
= .03) and DISTANCE (𝐹2,34 = 74.25, 𝑝 < .0001,

𝜂2
𝐺

= .11) on task completion times as well.
Figure 8 shows the task completion times for different height con-

ditions, and Figure 9 shows the task completion times for different
distance conditions.

Post-hoc comparisons indicate that Locomoontion was signif-
icantly faster than Baseline in all conditions for both height (Ta-
ble 1) and distance (Table 2). Locomoontion also had a stable time
at around 4000 ms across conditions.
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Figure 9: Task completion time for different distances. Error
bars are 95% CI.

Table 1: Task time (ms) for different height conditions
Height Locomoontion (ms) Baseline (ms)
-1m 4727.6 6684.4
0m 4131.4 5594.6
1m 5097.2 7726.2

Table 2: Task completion time (ms) for different distance
conditions

Distance Locomoontion (ms) Baseline (ms)
1m 4684.6 5700.6
3m 4434.8 6156.6
10m 4838.6 8149.9
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Figure 10: Task completion time over repetitions.

5.2 Task Completion Time Over Repetitions
Looking at task time over repetitions (Figure 10), we notice that
both techniques showed a learning curve at some level. Even after
one repetition of practicing for both techniques, the Baseline had a
steeper learning curve than Locomoontion. For Baseline, the third
repetition was 1277 ms faster than the first repetition; however,
for Locomoontion, the difference was 625ms. This result suggests
that Locomoontion could achieve a more stable performance under
the same amount of training than Baseline. In general, the results
support H1.
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Figure 11: NASA-TLX results on a 21-point scale (the lower
is better).

5.3 Questionnaire Results
We also analysed participants’ perceived workload using the NASA-
TLX questionnaire on a 21-point scale (the lower, the better). Fig-
ure 11 shows the results, and Locomoontion (Mean = 7.00) signifi-
cantly outperformed Baseline (Mean = 11.25) in Physical Demand,
which supports H2. This indicates that users may be less fatigued
using Locomoontion to perform the teleportation task.

While there were no significant differences for all other dimen-
sions, the average ratings of Locomotion were lower than those of
Baseline.

5.4 Interview Results
All participants agreed that Locomoontion was easy to adjust the
height. Most participants found Locomoontion was faster once
they got familiar with how the technique worked and less physical
movement (P1, P3, P4, P5, P7, P9, P10, P11, P12, P13, P14, P15,
P18), although it might take more time to learn (P1, P6, P8). Some
participants mentioned that Locomoontion was more intuitive and
natural, as they could see how the object was moving, and they
were controlling the object (P1, P3, P7, P12). Other participants
found that the Baseline was intuitive and easy to learn, especially
those with some experience with VR (P4, P5, P6, P10).

For direction control, participants said that the joystick control-
ling the direction could be a bit challenging in Locomoontion in
terms of small precise control (P5, P8), but it got some praise for
its overall performance from P4 and P10. However, for Baseline,
participants commented that direction was hard to identify in far
distances since the arrow was small, or when the participant was
close to the ground since the point of view was almost parallel to
the ground (P10, P12).

As for different distance conditions, participants reported that
it was hard to locate the teleportation position with Baseline. For
example, pointing more than once and teleportation with the first
time just approached the object closer (P7, P11). But Locomoontion
performed similarly in all conditions (P7). Motion sickness was only
reported by P9, who found Baseline would lead to minor dizziness.

6 DISCUSSION
In this section, we discuss several insights obtained from our design
and evaluation of the Locomoontion technique.

6.1 Task Time Over All Conditions.
Locomoontion interestingly performs very similarly in all condi-
tions with around 4 seconds to complete the task, since the distance
and height did not affect much once after selecting the object with
Semi-Auto Conductor. We only set 1m higher or lower than the user
for height conditions, but Locomoontion would likely outperform
much more if the height variance is larger. We look forward to the
future usage of the technique in VR games, 3D authoring tools, and
other applications. One of the reasons why Locomoontion is faster
could be that Locomoontion has a simpler workflow compared with
Baseline. Locomoontion requires locating the position, selecting
the object, rotating the object, and moving the object, which is,
in general, more continuous in the mindset. However, Baseline
needs to locate the position, select the teleporting point, teleport
and check the current place, locate the ideal position, and refine
the position with rotation or height adjustment. Teleporting and
checking the new place would cause a break in the workflow.

6.2 Task Time Over Repetitions.
As mentioned before, we found that Locomoontion had a smooth
learning curve compared with Baseline in terms of task comple-
tion time. We asked participants to get hands-on and practice one
repetition that was not included in Figure 10, given the fact that
participants may want to explore the technique within the practice
repetition in a casual way. However, even if we took the practice
repetition data as an informal way to compare, we still found Base-
line (Mean = 8036ms) was slower than Locomoontion (Mean =
5387 ms). This result could again provide some confidence that
Locomoontion is easy enough to acquire.

6.3 Fine Tuning
During the experiment, we observed that participants could quickly
move the preview close to themselves but then took additional time
to make fine adjustments, especially when the direction was signif-
icantly misaligned. This could be due to the challenging nature of
the task we designed, which required precise direction changes. We
aimed for a highly accurate locomotion technique, resulting in a
high constraint: placing a 0.1m × 0.02m × 0.02m box entirely inside a
0.15m × 0.07m × 0.07m box. This level of precision is more demand-
ing than the techniques in previous studies discussed in the "VR
Locomotion in 3D" section, which may have had less functionality
than our approach.

For the baseline condition, direction changes could be easily and
intuitively accomplished with the Bimanual Point & Tug method,
similar to grabbing and rotating an object in the real world. How-
ever, rotating the joystick requires precise thumb control and careful
visual monitoring of the direction, particularly given the small mar-
gin for error. Once the direction is confirmed, participants need
to adjust the preview’s position, and the threshold for how deeply
the yellow box can be placed within the blue box is significantly
impacted. As illustrated in Figure 12, when the direction deviates
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Figure 12: The depth of the yellow box can be put into the
blue box under distinct direction differences. If the direction
varies a lot from the object orientation, the room for the
yellow box to be placed inside the blue box (right, denoted
by S2) is less than that with the parallel orientation (left,
denoted by S1) by S1 - S2 = S3.

considerably from the object’s orientation (right), the space avail-
able for the yellow box inside the blue box diminishes compared
to when the orientations are parallel (left). This mechanism was
intentionally designed as a penalty for directional inaccuracy.

However, in scenarios where orientation is less restricted, we
anticipate that Locomoontion would demand less mental effort
and be preferred over the baseline. Interestingly, some participants
adjusted the direction by rotating the joystick while simultaneously
modifying the position by pressing the dominant controller’s index
trigger. This strategy allowed them to avoid restarting the entire
procedure of joystick rotation, thereby completing the task more
quickly. This approach could be included as a tip for novice users
in future instructions.

6.4 Tutorial for Locomoontion.
Locomoontion and Conductor are relatively new techniques com-
pared with Baseline. Therefore, it is necessary for designers or
the developers to come up with a systematic and intuitive tuto-
rial system to help future users onboard the technique rapidly. For
example, the way to introduce Conductor technique, since it’s a
relatively new technique for users. Designers could show the large
plane on the non-dominant controller during the tutorial, which
could help users understand how Locomoontion works. Then, in
the real-world use case, it may replace it with a small plane or line
as a visual indicator without blocking the view. Another tip that
could be provided in the tutorial is to select at a similar height to
the destination, which could bring the object up or down quickly.

7 LIMITATIONS AND FUTUREWORK
We designed the Locomoontion technique with scenarios that re-
quire moving to precise positions over visible distances in mind,
such as navigating a confined space to manipulate objects. Our
experiment focused on evaluating this process of precise move-
ment, especially with regards to the position refinement process.
We acknowledge that Locomoontion may not be suitable for all
scenarios, and our study did not comprehensively explore possible
use case. In this section, we discuss the limitations of the technique
and experiment, and suggest directions for future work to further
improve upon it.

7.1 Locomoontion Technique
We identify ways in which the locomotion technique can be further
optimized.

Direction Control: As mentioned in the previous section, we
found some participants complained about the precision for di-
rection control in Locomoontion. The current implementation is
a direct 1/3 CD gain mapping, but the performance might be im-
proved with other CD gain functions [11, 66]. It’s worthwhile to
explore the best CD gain function for joystick usage.

Scaling Factor for Different Sizes of Object and World:
Due to the limited independent variable that could be analysed
by ANOVA and total experiment time, SCALE condition is not
included in this experiment. We would also be interested to know
how Locomoontion would integrate and perform when scaling the
scene is enabled. Furthermore, the scene in the current experiment
setting contains only one object with one size. It is also worth
exploring when the scene is more complex and the ideal object
size varies. The virtual environment could be complicated, and we
can only evaluate limited conditions, and we are curious about
whether Locomoontion could keep a stable performance in the
other conditions. For small and far objects, Locomoontion might
be challenging as it’s harder to select the object. However, it’s also
possible to optimise it by enlarging the Collider of the small objects
or grouping small objects together to make the selection easier.

Valid Teleporting Location: We did not set any constraints
for the object, which means it is still possible for users to “enter”
the object, which sounds unreasonable. However, we emphasise
that in our experiment, we focus on investigating general telepor-
tation tasks to one object, as the first attempt of validating our new
technique. Moreover, in some scenarios, like 3D editing, constraints
on users’ location are not necessary when they are editing the ob-
jects. We do acknowledge that the teleporting location constrained
by physical objects is important in some cases, such as gaming.
It can be easily resolved by adding location checking in our cur-
rent implementation. Additionally, Locomoontion requires at least
one existing object in the scene as an anchor for teleportation. In
sparse environments such as open outdoor spaces, Locomoontion
would be ineffective on its own due to lack of available anchors. In
such cases, it would need to be combined with other position-based
techniques to support movement across diverse environments.

Fly TheMoon Away FromMe: Conductor has a high precision
for close position pointing, which makes it reliable when moving
the preview from far to close in Locomoontion technique. How-
ever, if the user wants to move away from the object and have a
bird’s-eye view of the world, the precision might be limited. That
is because when the intersection is far, the angle of the plane and
ray could be very small, thus, a minor change of the angle or con-
troller position would lead to a large distance difference. One way
to mitigate this issue is to remap the real plane when the plane-ray
angle is large (Figure 13). In addition, the Locomoontion technique
assumes that the users want to face the selected object after tele-
portation. This limitation may mitigated in dense environments,
where numerous alternative anchors are available. However, in
other cases, additional refinement steps may be required to adjust
the orientation.
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Figure 13: Remapping the plane to mitigate the far distance
imprecise issue. The plane with a dashed line is the real plane
with a small plane-ray angle 𝛼 . The plane with a solid line is
the remapped visible plane with a large plane-ray 𝛽 .

7.2 Study Design
We outlines aspects of our study design that may restrict the appli-
cability of our results and point out avenues for future work.

Baseline Selection: The Locomoontion technique allows for
simultaneous adjustment of location (𝑥𝑦-plane), height (𝑧-axis), and
orientation. To the best of our knowledge, no other such technique
existed at the time of the study. Thus when selecting the baseline
for comparison, we had to combine and/or enhance existing tech-
niques to ensure they also supported manipulation across all three
dimensions. We chose Point&Teleport and Bimanual Point&Tug
due to their wide-spread usage [1, 2, 20, 21]. While we believe this
is a reasonable baseline that allows us to understand the utility of
object-based teleportation techniques represented by Locomoon-
tion, we do recognize that other options exist. One alternative is to
modify the Point&Teleport variant with height adjustment outlined
in [57] to allow orientation adjustment as well. The advantage of
this option is that it would be a fully discrete teleportation tech-
nique, the same as Locomoontion, unlike the current baseline which
includes the continuous Point&Tug technique. On the other hand,
the shortcoming is that this technique already reserves the joystick
for height adjustment. Adding orientation control would require
either overloading the joystick (e.g., through mode switching) or
utilizing another input mechanism – both of which could signif-
cantly increase cognitive load for users. Overall, we believe there is
no single best baseline, and trade-offs must be considered. Future
work could focus on comparing Locomoontion with a variety of
techniques to evaluate it more thoroughly.

Task Selection: The user study is designed to investigate the
effectiveness of Locomoontion in scenarios where locomotion is
used to position oneself for object manipulation, a type of use case
often overlooked in existing locomotion studies [19]. We chose the
simple task of moving to the correct position in the correct orienta-
tion in a space with a single object, to comprehensively evaluate the
utility of Locomoontion during refinement stages, across various
relative positions to the target object. However, we recognize that
our approach involves a trade-off between thoroughly evaluating
simple settings and exploring more complex scenarios and tasks.
To fully understand Locomoontion’s practical utility, more com-
plex tasks – such as navigating through a labyrinth – would be
necessary; this remains an avenue for future work.

Another point of interest is participants’ perception and accep-
tance of manipulating certain objects – such as moving a building
within an outdoor city environment. While such interactions are
possible through Locomoontion, it remains unknown how partici-
pants would feel about this rather unorthodox operation. Future
work should take into account users’ psychological responses and
expectations, and explore adaptations of the technique to better
align with user intuition and comfort, as needed.

8 CONCLUSION
We present a novel VR locomotion technique, Locomoontion, al-
lowing users to select an object, create a preview of the selected
object to provide a clear understanding of the virtual world after
teleportation, and employ Conductor to manipulate the position
and orientation of the preview with high precision. The experi-
ment conducted with 18 participants demonstrated the superior
performance of Locomoontion over the traditional Point&Teleport
technique. Users experienced reduced task completion times and
reported less physical fatigue, indicating a more efficient and com-
fortable locomotion experience with Locomoontion.

In conclusion, Locomoontion shows promising potential to en-
hance locomotion experiences in VR, offering users the ability to
navigate and interact in the virtual environment with greater ease,
precision, and comfort. Further research and improvements on Lo-
comoontion could open new avenues for immersive and seamless
locomotion in VR applications.
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