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Figure 1: Drum Menu is a bimanual rapid command access technique in virtual reality (VR) with three variants derived from
2-level pie menu. a) Bimanual Joystick Drum Menu. Users begin with rotating the joystick on non-dominant controller to
different angles to select the first-level item, then the joystick on the dominant controller to select the second-level item. They
could select two levels sequentially or simultaneously, which also applies to the rest Drum Menus. b) Bimanual Stroke. Similar
to pen-based marking menu, users can press a button to draw a stroke pointing to the item in the vertical plane. Users need to
access two levels with their non-dominant controller and dominant controller. They can release the button on the dominant
controller to confirm selection. ¢) Bimanual Rotation Drum Menu. The menu is always positioned in front of the controllers.
Users can rotate the controller upward a bit to point to the upper item, or leftward to select the left item, same for the rests.
They need to access two levels with their non-dominant controller and dominant controller. There will be a short delay between
the button being pressed and menu being visible.

ABSTRACT

Current Virtual Reality (VR) Head-Mounted Displays (HMDs) offer
limited shortcuts for rapid command access, which often requires
users to navigate menus through precise visual targeting at multiple
depths. This process can be slow and distracting, particularly dur-
ing immersive gaming or productivity tasks. While marking menus

have shown effectiveness as a shortcut command access mecha-
nism, their performance in VR has not been adequately studied.
Moreover, their potential integration with 6-degree-of-freedom (6-
DoF) controllers and 2-DoF joysticks in VR environments remains
largely unexplored. In this paper, we introduce the Drum Menu, a
bimanual shortcut command access technique derived from idea of
traditional pie menus, featuring three input methods, designed for
4-item and 8-item layouts specifically for VR controller command
access. Users can select commands by rotating the joystick, drawing
a stroke, or pointing in different directions. Bimanual input enables
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simultaneous access to two menu levels. A controlled user study
reveals that drum menus are faster than the unimanual versions
for the 4-item layout. Additionally, users prefer the bimanual joy-
stick drum menu with the 4-item layout given its short task time,
low error rate and low physical movement. For the 8-item layout,
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stroke drum menus are found to be less error-prone for expert users
compared to the other techniques.
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1 INTRODUCTION

Alongside the input of data or text [38], one frequent target of
research innovation is command selection [37]. Besides menus and
buttons [5], researchers have explored how best to access command
shortcuts [6, 28], how to design command gestures [35, 37], and
how to leverage rehearsal [16, 22] and cross-modal learning [17, 41]
to support rich, rapid command selection for 2D displays.

Recently, virtual reality (VR) experiences created by Head-Mounted
Displays (HMDs) have been becoming more and more popular in
various applications including gaming and productivity tasks. How-
ever, it presents unique challenges for command selection. Navi-
gating a menu and inputting shortcuts are two common ways that
users utilize to select commands on computing devices. Currently,
most VR applications use menus to support command selection,
which highly requires visual engagement and ray pointing [14].
They could be friendly and familiar to novices but become slow
and disruptive for expert users and advanced use cases [6]. Users
have to spend time on finding the item and match the item with
the expected action in their mind, and a visible menu will occlude
to the main content[22]. On the other hand, due to a lack of but-
tons on controllers, compared with keyboards, shortcuts are rarely
available for VR HMD users. With the emergence of productivity
tasks on VR devices [1, 12], there is a demand for developing rapid
command selection mechanisms.

Marking menu is a radial menu technique allowing users to
select commands by drawing a quick stroke pointing to the item.
It supports both novice (GUI) and expert (gestures) users with a
mechanism of transiting from novice to expertise [7]. Most of the
previous marking menu techniques are developed for 2D inter-
faces like desktops or tablets, with single 2D input devices like
mouse and touch screen. Mid-air marking menus were also ex-
plored [14, 26, 34], but only unimanual input was discovered, and
to the best of our knowledge, expert mode performance has not
been evaluated. Furthermore, all of the VR marking menu tech-
niques were only mapping 3 Degrees-of-Freedom (DoF) positional
or 3 DoF directional information to 2D space [14], and compared
among them. However, most of the current VR devices come with
two controllers with 3-DoF positional and 3-DoF directional in-
formation plus additional 2D touchpads or joysticks. Thus, two
possible avenues remain the potential to increase efficiency: 1) fully
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investigate the untouched input information including 3-DoF posi-

tional, directions, and 2D touchpad/joysticks input, and 2) leverage

asymmetric bimanual input to facilitate multi-level menu access.

To fill in the gaps exploring these avenues, in this paper, we
introduce Drum Menu (Figure 1), a bimanual rapid command access
technique derived from radial menus, tailored for VR controllers.
To address the two possible avenues mentioned above, Drum Menu
explores: 1) three distinct ways to map 3 DoF positional, 3 DoF
directional, and 2D joystick input to a 2D marking menu layout
(i.e., Stroke Drum Menu, Pointing Drum Menu, and Joystick Drum
Menu), and 2) integrated with bimanual interaction. All of the Drum
Menus are using two-level radial menu layout which is similar to
marking menus. Joystick Drum (Figure 1a, Figure 1b) Menu will
use the joystick angle to select the menu items. Stroke Drum Menu
(Figure 1c, Figure 1d) is similar to the traditional marking menu,
which maps the 3D position trace to a 2D stroke on a plane parallel
to the VR HMD. Pointing Drum Menu (Figure 1le, Figure 1f)uses
the pitch and yaw dimension of the controller, mapping the tilt
angle of the controller to the pointing direction to select menu
items. Bimanual interaction allows users to access two levels at the
same time. Two menus would be associated with both hands. The
non-dominant hand controls the first-level menu and the dominant
hand controls the second-level menu. The user selects the first-level
menu with the non-dominant hand, and the second-level menu will
be changed according to the first-level menu selection. Then, the
user confirms the command in the second level with the dominant
hand. When users are familiar with the command position for both
hands, they can access the command from two levels at the same
time.

We conducted a controlled experiment to evaluate the perfor-
mance of each Drum Menu under a different number of items. To
evaluate the benefits of bimanual interaction, we also developed
unimanual variants in the user study, which would require users
to select the two levels sequentially just like marking menus. We
designed a command access task with a 4-item menu layout and
an 8-item layout and evaluated each technique based on the task
completion time, and error rate for general performance. To better
understand each technique, we also measured total hand distance
and total hand rotation, and asymmetric time which is the time
difference between selecting the first level and second level for
bimanual variants. We found that the 4-item layout is a better lay-
out in terms of accuracy and speed, however, the 8-item layout
performs much worse than the 4-item layout. Among those 4-Item
layouts, the Joystick Drum Menu represents an effective mecha-
nism to support shortcut command selection in immersive virtual
environments, followed by the Stoke Drum Menu. For the 8-item
layout, Stroke has the lowest error rate compared with others.

In summary, the contributions of this paper include:

o A bimanual rapid command access technique, called Drum Menu,
in virtual reality (VR) with three variants (Stroke Drum Menu,
Pointing Drum Menu, and Joystick Drum Menu) derived from a
2-level pie menu.

e An in-depth analysis of results for participants’ performance
among three variants compared with the unimanual version,
which further generates design implications.
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2 BACKGROUND AND RELATED WORK

In this section, we first introduce the background of 2D marking
menus, then describe relevant work in the areas of command selec-
tion in virtual reality.

2.1 2D Marking Menus

Marking menu is a radial menu interface that enables users to
select commands by making quick gestures or marks. It supports
both novice mode and expert mode. Novice mode requires visual
search to locate the item then select with gesture or stroke, which
can be time-consuming and disruptive. In expert mode, selection
could be done instantly without visual search [4, 22, 39, 40]. In
these marking menus, the user starts in expert mode without a
visible menu, but can easily switch to novice mode by displaying a
GUI menu. When the user places a stylus or pointer in the input
space, a radial menu appears, allowing them to select an item by
stroking in the corresponding direction (novice mode). As a result,
it enables smooth transitions from novice to expert usage. Kin et al.
developed a bimanual marking menu technique for touch screen,
which reveals the bimanual variant is 10% 15% faster than the
unimanual marking menu [19]. However, how to integrate bimanual
interaction in 3D VR environment and the performance remains
unknown. Shengdong et al. developed Simple Marking Menu that
breaks multi-level gestures from one single “zig-zag” compound
mark to several simple strokes. [40] It eliminated ambiguous Marks
due to scale invariance and reduced space requirement. Inspired by
the user interactions with 2D marking menus, we propose Drum
Menu, designed for use in VR environments. More specifically, we
adopted the Simple Marking Menu technique in the Stroke variant
Drum menu due to the benefits it provided.

2.2 VR Command Selection

Alongside direct manipulation of the environment, a common need
in virtual environments involves selecting commands. In modern
commercial systems, it is common for VR-based systems to support
command selection by displaying a command palette in front of
the user and allowing the user to target individual widgets. For
example, tutorials on creating user interfaces using Unity leverage
the UIHelper prefab to support ray cast to control pointer position
coupled with UI Canvases to render clickable widgets.

By far the most common command selection technique in com-
mercial VR application design leverages the linear panel menus
described in the aforementioned tutorial, but other styles of inter-
action have been explored over the past few decades [10, 21, 36].
Specifically considering pie menus, the menu design adopted by
Drum Menu, there are several variants of hierarchical pie menus for
3D virtual environments [14, 20, 31, 33]. Azai et al. introduced an
on-body hierarchical menu in mixed reality [3], where menus are
projected on the forearm. They include a rotation-based interaction;
however, their rotation-based interaction involves using one hand
to rotate the menu on the other arm, as one would rotate a bracelet.
Armstrong [27] also explored the menu around the non-dominant
arm and how to optimize the layout of such arm-anchored UL How-
ever, these on-body menus are not designed for shortcuts as they
require visual engagement. Monteiro et al. explored the perfor-
mance of radial and panel menus with two placements (fixed on

the wall or hand) in VR and found that a traditional panel menu
with a fixed wall placement performs better than others; their tech-
nique employed a round touchpad for radial selection [29]. Santos
et al. discovered that the selection time on radial menus is faster
than that of linear menus with a ray cast interaction, where one
uses a directional mark (as in marking menus [22]) to access menu
items. Wentzel et al. found that in VR, for two-level menus, the
marking menu is faster than other menus for a small number of
items (8 in their case)[36]. StickyPie[2] is a marking menu tech-
nique that allows for scale-independent input by estimating the
landing positions of saccades, enabling expert-level behavior. How-
ever, it requires additional eye-tracking hardware which is less
popular and more expensive. While many such techniques exist,
none specifically has explored the effectiveness of sequential bi-
manual hierarchically arranged and access commands as we do in
our studies.

2.3 Rotational Command Selection

Drum Menu design involves wrist rotation command selection in
Rotation variants. Wrist rotation has been explored more generally
in human motor control research, and it is known that rotational
targeting rotational wrist positions follow Fitts’s Law (confirmed
initially by [9] with hand unencumbered and replicated by [8]).
Wrist rotation has been proposed in mobile interaction as a mo-
tion gesture to control a smartwatch [8], an interaction leveraged
by several other researchers in designing systems for interaction
within two-dimensional and three-dimensional spaces (e.g. [18, 32].
In the domain of smartphone input, wrist rotation has been used to
define a motion gesture that can act as a gestural delimiter [35] and
wrist rotation motion gestures have been commercially adopted by
Motorolla smartphones as the MotoAction to invoke the camera app.
Also, the TWuiST system [30] uses proprioceptive displacement of
a smartphone, including wrist rotation, for smartphone-based inter-
action, and Crossnan et al. [8] studies the use of wrist rotation for
command selection in sitting and walking mobile contexts. There
were some work has been done on the VR menu with waist rotation
[11, 14], but they all need a CD gain factor for mapping the limited
waist rotation to 360°. That is less optimal for a rehearsal-based
shortcut technique, which would break the connection between
visual and physical memory.

2.4 Bi-manual Command Selection

For bi-manual interaction, there exists both asynchronous bi-manual
interaction [15] and synchronous bi-manual interaction [23]. As
one example, recent work on asymmetric bi-manual gestural inter-
action leverages left-hand gestures to determine input mode and
right-hand actions to point/provide input [25]. Leganchuk et. al.
explored that bimanual input [24] has the benefits of enhanced
time-motion efficiency from increased DoF and reduced cognitive
load compared with traditional unimanual solutions.

3 DRUM MENU

This section outlines the motivation and design of the Drum Menu,
introducing three variants: Joystick, Stroke, and Pointing-based
Drum Menus.



3.1 Input Modality in VR Controllers

To make full use of the potential of VR controllers, we first analyze
the main input modalities of these controllers that can be used to fa-
cilitate command access. Most commercial VR controllers comprise
the following inputs:

e Boolean input: Button, on-touch/release event of buttons, joy-
stick, touchpad, and triggers
e 1D input: Trigger
o 2D input: Joystick, touchpad
e 3D input: Position, direction
Radial menus require 2D input for angular selection and a
boolean input for confirmation. For instance, pen input relies on (x,
y) coordinates to calculate direction and pen-lift for confirmation.
In VR, 2D input can come directly from joysticks/touchpads or be
derived from 3D position/tilt. Confirmation can be triggered via
buttons or by transforming 1D input (e.g., trigger pressure level).
Based on these inputs and user intuitiveness, we designed the
following Drum Menu variants:

e Joystick Drum Menu: Joystick for direction + on-touch/release
for confirmation, which is a natural way to select menu items for
console or VR games.

e Stroke Drum Menu: Position for direction + button for confir-
mation, which is adopted from traditional marking menu.

e Pointing Drum Menu: Tilt angle for direction + button for
confirmation, which is similar to ray casting in VR.

3.2 User Interactions with Different Drum
Menu Variants

Each Drum Menu follows a similar flow (i.e., activate, select, and
confirm), but with different input modalities.

Joystick Drum Menu: 2a, the joystick is touched to activate
the menu, which appears after 333 ms if still being touched. The
menu is attached to the center top of the controllers, parallel to
the user and vertical to the ground. Users select items by rotating
the joystick, confirming by release. In the real interface (Figure
1a), joystick rotation will lead to the rotation of the white bar in
corresponding controllers. The selected item will be highlighted in
yellow, which applies to the rest.

Stroke Drum Menu: As shown in Figure 2b, the Stroke Drum
Menu is similar to the original marking menu. A button (lower
button on the controller, A or X for Oculus controllers, applies to
the Pointing Drum Menu as well) is pressed to activate the menu,
which appears after 333 ms. Users draw a directional stroke in the
air, confirmed upon button release. The menu is displayed 10 cm
in front of the controller to avoid occlusion. The stroke is mapped
to a 2D plane that is vertical to the ground and parallel to the VR
HMD.

Pointing Drum Menu: As shown in Figure 2c, a button is
pressed to activate the menu, which appears after 333 ms. The
center of the menu is positioned at the same height as the controller
and 10 cm in front of it. It is positioned parallel to the HMD. The
user rotates the controller in the pitch and yaw dimensions, and a
ray is cast from the controller to help visualize the item selection.
The selection is confirmed by releasing the button.
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3.3 Novice and Expert Modes for Bimanual
Drum Menus

All Drum Menus support novice and expert modes, differing in
activation, selection, and display.

Bimanual novice mode: Users activate the first-level menu on
the non-dominant controller. After 333 ms, the radial menu appears,
and selection leads to the second-level menu on the dominant
controller. The final command is confirmed upon selecting an item
from this second-level menu.

Bimanual expert mode: A user activates the first-level menu
on the non-dominant hand controller and quickly performs the
same actions as in novice mode within a short period, without the
menu appearing. The second-level menu is set up in real time based
on the first-level selection, without explicitly confirming the first-
level selection. The user then activates the second-level menu on
the dominant hand controller and quickly selects an item without
the menu appearing.

Users can also perform two actions simultaneously, which is even
faster. We define simultaneous as the gap between the confirmation
of two hands is less than 500ms, which also covers the case where
the second-level menu is selected faster than the first-level menu
shortly, as they operate independently.

4 EXPERIMENT

We condcuted an experiment to compare the performance of the
three Drum Menu techniques as well as their unimanual version in
two different layouts (4-item and 8-item).

4.1 Participants and Apparatus

We recruited 12 right-handed participants, ages 23 to 31, 6 women
and 6 men. Participants were recruited from a local university and
a local community via mailing lists. They received $20 e-gift card
for their time and effort. This study was conducted both in person
and remotely. The experimental software was run on Oculus Quest
2 with Unity game engine version 2019.4.40f.

4.2 Procedure

Each participant first identified their dominant hand and then
watched an instructional video detailing the technique. Once they
understood the technique, they began a practice block with 8 trials,
either in the 8-item layout or the 4-item layout. Each trial started
with two arrow prompts (Figure 4 a) indicating the correct direc-
tions: the left arrow corresponded to the first level, and the right
arrow corresponded to the second level. We avoided using word
prompts to minimize the learning effect and focus on expert-level
performance, as our goal was to use the marking menu as a shortcut
mechanism in VR. Since all techniques were radial menus, using
the same prompts was a fair approach across all techniques.

Participants then selected the item corresponding to the prompt.
After each selection, feedback appeared in the air: a green check-
mark for a correct selection or a red "x" for an incorrect one. Incor-
rect selections required participants to repeat the trial until they
achieved the correct response.

Upon completing the practice block, participants advanced to
the main experiment, which included 2 blocks of 16 trials each.
Breaks were permitted between blocks. After finishing all trials
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Figure 2: Workflows of the three Drum Menus.

Figure 3: 8-item layout for Drum Menus.

for a specific menu condition and layout, participants completed a
questionnaire before transitioning to the next layout. Once both
layouts were completed, they proceeded to the next technique. After
testing all techniques, the researcher conducted a semi-structured
interview with the participants, inquiring about their experiences
with each technique across different layouts. They were also asked
about their favorite using different numbers of hands and layouts.

Each study session lasted approximately 1 hour, including breaks.

4.3 Experimental Design

We adopted a within-subjects design with two independent vari-
ables:

o TECHNIQUE (6 levels: Bimanual-Joystick, Bimanual-Stroke, Bimanual-
Rotation, Unimanual-Joystick, Unimanual-Stroke, Unimanual-
Rotation),

e LAYOUT (2 levels: 4-item, 8-item) (see Figures 1 and 3).

Combinations of these factors are abbreviated as 4-Bi-Joy, 8-Uni-Str,
etc. Trial sequences were counterbalanced via a Latin square.

Stimuli Selection: For the 4-item layout, all 16 possible items (4
directions x 4 sub-directions) were used. For the 8-item layout, fol-
lowing Kurtenbach’s marking menu paradigm [22], we selected 16
items evenly distributed across on-axis (Up, Down, Left, Right) and
off-axis (UpLeft, UpRight, DownLeft, DownRight) directions. Four
items were randomly chosen from each of four category combina-
tions (on-on, on-off, off-on, off-off), ensuring equal representation
across techniques.

Data Collection: Each participant completed 6 (Techniques) x
2 (Layouts) x 2 (Blocks) x 16 (Trials) = 384 trials.
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Figure 4: Task workflow: a) Two arrow appear in mid-air; b) Participant selects target item; (c) Selection confirmation.

Dependent Varaibles: We used the following measures in our
study.

o Task Completion Time: Duration from prompt appearance to
selection confirmation.

e Error Rate: Percentage of trials with more than one incorrect
selection.

o Total Hand Movement Distance: Cumulative translation distance
of both controllers.

o Total Hand Rotation Angle: Aggregate rotation angle of both
hands.

e Bimanual Asynchronize Time: Temporal gap between first and
second level confirmations in bimanual conditions. It could give
us an idea if the participants are using the bimanual drum menu
synchronously or asynchronously.

e Preference: Participants’ favorite technique under different num-
bers of items and layouts.

Additionally, subjective workload was assessed through the NASA-

TLX questionnaire, providing six subscale scores: Mental Demand,

Physical Demand, Temporal Demand, Performance, Effort, and

Frustration.

5 RESULTS

For each combination of TECHNIQUE and LayouT, task completion
times more than 3 standard deviations from the mean time were
excluded as outliers. In total, 68 trials (1.4%) were removed.

In the analysis below a TECHNIQUE X LAYouT Repeated Measure
two-way ANOVA with combined TECHNIQUE X LayouT Tukey HSD
post hoc tests was used, unless noted otherwise. Normality was
corrected using a Box-Cox transform. When the assumption of
sphericity was violated, degrees of freedom were corrected using
Greenhouse-Geisser (¢ < 0.75) or Huynh-Feldt (¢ > 0.75).

5.1 Task Completion Time

In general, there was a significant main effect for TECHNIQUE on
task completion time (Fsss = 5.04, p < .001, %, = 0.10), LAYoUT
(F111 = 36.85, p < .0001, pZ = 0.39) and TECHNIQUE X LAYOUT (Fs55 =
11.99, p < .0001, 72, = 0.17).

Figure 5 shows the task completion time for the 4-item layout.
A post hoc test revealed that Bimanual variants were faster than
their Unimanual variants. Bimanual Joystick (M = 947.8 ms) was
the fastest one but not significantly faster than Bimanual Stroke
(M=1034.1 ms). That could be because the 4-item layout had enough
space for users to select each item, and bimanual interaction allowed
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Figure 6: Task completion time for 8-item layout.

users to choose parallelly items without waiting for the first level
to be selected.

Figure 6 shows the task completion time for the 8-item layout.
A post hoc test revealed that only for Pointing technique Bimanual
variants were slower than the Unimanual variants. Bimanual Stroke
(M =1322.2 ms) and Unimanual Stroke (M = 1359.8 ms) were the
fastest ones. That could be mainly because the angle of each item
is too small, which makes the users feel less confident in selecting
without a visual search. However, if users draw the stroke long
enough, they can still select accurately eyes-free, which turned out
to be faster than the other variants.
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5.2 Error Rate

In general, there was a significant main effect for TECHNIQUE on
error rate (Fss5 = 5.05, p < .0001, n% = 0.15), LAYOUT (Fy1; = 42.62,
P < .001, 72, = 0.30).

Figure 8 shows the error rate for the 4-item layout. All of them
are less than 0.1. A post hoc test revealed that no significant error
rate difference was found among all techniques. Figure 8 shows
the error rate for the 8-item layout. A post hoc test revealed that
Stroke variants had the lowest error rate (0.14 for Bimanual, 0.078
for unimanual). The rest are all around or higher than 0.2. The same
reason as observed in task completion time: if the stroke drawn
is long enough, users can still select accurately without the menu
showing up.

5.3 Total Hand Movement Distance

Total hand movement distance represents the movement of both
hands from the prompt time to the final selection, which would
impact users’ physical fatigue. In general, there was a significant
main effect for TECHNIQUE on total hand movement distance (Fs 55 =

39.67, p < .0001, nZ = 0.69), LAYOUT (Fy 11 = 14.41, p < .0001, p% = 0.03).

Figure 9 shows the total hand movement distance for the 4-item
layout. A post hoc test revealed that Joystick variants (M=0.048 m
for Bimanual, Mm=0.05 m for Unimanual) required the least hand
movement. Pointing variants (M=0.25 m for Bimanual, M=0.32 m
for Unimanual) required more distance. Stroke variants (M =0.42
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Figure 10: Total Hand Movement Distance for 8-item layout.

m for Bimanual, M =0.83 m for Unimanual) moved the most. For
the latter two variants, bimanual required less movement than
unimanual variants.

Figure 10 shows the total hand movement distance for the 8-item
layout, which is similar to the 4-item layout. A post hoc test revealed
that Joystick variants (M =0.076 m for Bimanual, Mm=0.058 m for
Unimanual) required the least hand movement. Pointing variants
(M=0.33 m for Bimanual, M=0.34 m for Unimanual) required more
distance. Stroke variants (M=0.52 m for Bimanual, M=0.60 m for
Unimanual) moved the most.

5.4 Total Hand Rotation Angle

The Total Hand Rotation Angle refers to the degree of hand move-
ment from the initial prompt to the final selection, which can in-
fluence users’ physical fatigue.In general, there was a significant
main effect for TECHNIQUE on total hand rotation angle (Fs 55 = 38.96,
P <.0001, nZ = 0.60).

Figure 11 shows the total hand rotation angle for the 4-item
layout. A post hoc test revealed that Joystick variants (M = 35.1
degree for Bimanual, M=36.3 degree for Unimanual) required the
least hand rotation. Stroke variants (M= 126.98 degree for Bimanual,
M=170.19 degree for Unimanual) required more rotation. Pointing
variants (M = 166.92 degree for Bimanual, M = 199.20 degree for
Unimanual) rotated the most.

Figure 12 shows the total hand rotation angle for the 8-item
layout. A post hoc test revealed that Joystick variants (M = 34.15
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Figure 12: Total Hand Rotation Angle for 8-item layout.

degree for Bimanual, M=34.58 degree for Unimanual) required the
least hand rotation. Stroke variants (M= 143.67 degree for Bimanual,
M=182.43 degree for Unimanual) required more rotation. Pointing
variants (M = 193.79 degree for Bimanual, M = 182.43 degree for
Unimanual) rotated the most.

5.5 Asynchronize Time

Asynchronize Time refers to the delay between confirming the first
level and confirming the second level in bimanual drum menus. The
confirmation timestamp is recorded as the moment the final item is
selected. This metric provides insight into whether participants are
using the bimanual drum menu synchronously or asynchronously.
In general, there was a significant main effect for LAYouT on asyn-
chronize time (Fy1; = 5.68, p < .05, %, = 0.09).

For the 4-item layout, a post hoc test revealed that there is no
difference among the three Bimanual techniques. The second level
was slightly slower than the first level but almost at the same time.
Figure 13 shows asynchronize time for for 8-item layout. A post
hoc test revealed that Bimanual Joystick had a significantly longer
asynchronize time than the others, which means the second-level
confirmation time is slower.
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Figure 13: Asynchronize Time for 8-item layout. It represents
how later is the second level confirmed than the first level.

Table 1: User preferences for different techniques under Num-
berOfHand and Layout.

Joystick  Stroke Pointing

Unimanual-4Item 11 1 0
Bimanual-4Item 10 2 0
Unimanual-8Item 2 10 0
Bimanual-8Item 3 9 0

5.6 NASA-TLX Questionnaire

We used NASA-TLX to assess the perceived workload of the tech-
niques from participants on a 7-point Likert scale. Due to the num-
ber of techniques and questions in NASA-TLX, we highlight some
key findings in the following. As shown in Figure 14, in general, the
4-item layout outperformed the 8-item layout. Moreover, 8-item
Bimanual Pointing has significantly higher mental and physical de-
mands than the others. That is mainly because the outward off-axis
directions (down-left for left hand, down-right for right hand) were
physically harder to reach, which requires more movement and
focus to locate. Temporal pressures were similar across different
conditions. For performance and effort questions, 8-item Bimanual
Joystick and 8-item Bimanual Pointing had the lowest score. For
frustration, the differences were not significant.

5.7 Preference Ranking

Table 1 shows that Joystick is preferred for the 4-item layout due to
less physical movement, less task completion time, and less error
rate. While Stroke is favored for the 8-item layout mainly because
of its lower error rate compared with other techniques, even though
it requires more movement than Joystick. Pointing is not preferred
by any participants. It aligned with the results of Task Completion
Time and Error Rate.

6 DISCUSSION

6.1 Design Implications

In the following, we extend the discussion on the differences be-
tween many key factors characterizing the Drum Menu techniques.
We derived these implications by coordinating our quantitative
results with the interviews with the participants as well as our
observations during the study.
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Figure 14: NASA-TLX Results

6.1.1 4-item v.s. 8-item layout. The quantitative results reveal the
8-item layout had a higher task completion time and error rate than
the 4-item layouts. All participants reported that the 8-item layout
was very difficult to select without carefully looking at the menu.
One reason is that having more items reduces the range of each
item, leading users to accidentally select neighboring items. Partici-
pants also reported that off-axis items (UpLeft, UpRight, DownLeft,
DownRight) were harder to select than on-axis items. They thought
they were moving to a safe angle to select the off-axis items but
often ended up selecting the on-axis items instead. Due to the high
error rate, participants had to activate the menu and visually lo-
cate the item, which resulted in less confidence and longer task
completion times. Only the Stroke variants were slightly better in
terms of error rate. It was primarily because it allowed a larger
movement range than the others. When participants moved their
hands further, it was easier for them to locate the correct angle
without accidentally selecting nearby items. “Moving further (using
the Stroke Drum Menu) makes me feel more confident to select the
correct range even without looking at the menu. For the others,
I have to look at the menu.” (P5) But the error rate was still high
compared to the 4-item layout.

6.1.2  Bimanual v.s. Unimanual. Given that our goal is to explore
the potential of the marking menu as a shortcut, we focused more
on the 4-item layout. For this layout, the bimanual variants were
consistently faster than the unimanual variants, with no significant
difference in error rates. Most participants preferred the bimanual
approach, as it allowed them to access two levels simultaneously,

saving time. One participant (P10) noted that the combined effort of
two hands performing individual actions was less demanding than
one hand performing two actions. However, 3 participants (P6, P9,
P10)mentioned that the bimanual variants required extra mental
effort to coordinate both hands. “I know I can select together, but
sometimes it’s hard for me to coordinate two hands together.” (P6)

6.1.3 Joystick v.s. Stroke. v.s. Pointing. In general, the Joystick and
Stroke variants were the most favored. The quantitative results
also revealed a similar result, as Joystick had a shorter task comple-
tion time and Stroke had a lower error rate. Participants found it
challenging to rotate to downward angles or outward angles (e.g.,
pointing right for the right hand, pointing left for the left hand),
which required greater physical effort. Remapping the angles to
more comfortable positions could possibly mitigate this issue. The
Joystick was preferred for the 4-item layout due to its minimal
physical demand (11 out of 12 participants for unimanual, 10 out of
12 for bimanual). However, the joystick may experience jitter issues
upon release, as it can bounce back or shift angles if released too
quickly. This can be mitigated by ensuring selection only occurs
while the joystick is being touched or requiring it to be pushed
beyond a minimum threshold. However, in practice, hardware sig-
nal inaccuracies or latency may prevent this logic from completely
eliminating the jitter issue. Additionally, the buttons themselves
should also be taken into consideration, since there are only lim-
ited buttons in VR controllers and might also be occupied by other
functionalities, like teleporting, which limits its use case. Stroke
was preferred in the 8-item layout because of its lower error rate
(10 out of 12 participants for unimanual, 9 out of 12 for bimanual),
as discussed in the previous section regarding the 4-item v.s. 8-item
layout.

6.1.4 Design Recommendation. In comparison to the existing desk-
top marking menus [4, 22, 39, 40], a key advantage of the Drum
Menu lies in its support for bimanual input, enabling users to ac-
cess commands across two levels simultaneously. Given the result,
bimanual input helps users access commands faster.

As a conclusion of the discussion above, for shortcut purposes,
we recommend the 4-item layout with the Bimanual Joystick Drum
Menu due to its short task completion time and lower physical
effort. In real-world applications, the joystick is [13] still a common
way to activate pie menus. But if joysticks have been used by other
functions, Stroke variants could also be a good choice.

When an 8-item layout is required to accommodate a larger
command set, we recommend either the Bimanual or Unimanual
Stroke Drum Menu. These variants provide the necessary flexibility
to handle more commands while maintaining reasonable usabil-
ity. However, it is important to note that the increased complexity
of an 8-item layout may demand a higher level of visual engage-
ment from users, as they may need to rely more on visual feedback
to accurately select the desired command. This trade-off between
command density and user attention should be carefully evaluated
based on the specific context of use. This study primarily focuses
on evaluating expert-level command selection time, which provides
valuable insights into the efficiency of the proposed techniques.
However, it is important to recognize that increasing the num-
ber of menu items may introduce additional challenges, such as
memorization issues [39].



We recommend that designers carefully evaluate the complexity
of the task and the cognitive load imposed on users when selecting
an appropriate layout. For simpler tasks or applications with a lim-
ited command set, a 4-item layout may strike an optimal balance
between efficiency and usability, minimizing the need for exten-
sive memorization while maintaining fast selection times. On the
other hand, for more complex tasks requiring a larger command
set, an 8-item layout might be justified, but designers should con-
sider implementing additional visual cues, progressive disclosure
techniques, or training mechanisms to support user learning and
retention.

Ultimately, the choice of layout should align with the specific
requirements of the application, the frequency of use, and the ex-
pected user expertise. Designers should also consider conducting
user studies to assess memorability and error rates across differ-
ent layouts, ensuring that the chosen design not only supports
expert-level performance but also accommodates the needs of all
users, regardless of their familiarity with the system. This holistic
approach will help create more intuitive and effective interaction
designs that enhance the overall user experience.

6.2 Limitations and Future Work

In our study, we used arrows as prompts to reduce the learning
effect and minimize experiment time. However, this approach only
measured performance in a scenario where all menu locations
were fully memorized. As a result, we could not assess how the
learning effect would manifest for users who gradually familiarize
themselves with the Drum Menus over time. This limitation restricts
our ability to generalize the findings to real-world usage, where
users may not have prior knowledge of all item locations. Future
studies should investigate the learning curve associated with Drum
Menus, exploring how performance evolves as users become more
proficient with both unimanual and bimanual input methods in
various menu layouts.

Moreover, we discovered some 6-item layout marking menus. We
did not include this in our experiment because there were already
too many conditions. However, a 6-item layout may still be worth
exploring, given the significant performance gap between the 4-
item and 8-item layouts. Participants could consistently perform
expert behavior for the 4-item layout but not for the 8-item layout
due to the high error rate and the resulting lack of confidence. We
are curious about how the 6-item layout would perform for each
Drum Menu variant.

Third, we only tested with the two-level menu. However, a three-
level menu was also explored in the past [40]. Since the 4-Item
layout only contains 4 X 4 = 16 items in total, the three-level menu
could expand this to 4 X 4 X 4 = 64 items. However, the interaction
design may need adjustment and memorability should also be taken
into consideration.

Lastly, in this study, we did not investigate the experience of
transit. More studies may needed to further examine how users who
are already familiar with the unimanual menu would transition the
experience to bimanual variants. It could be faster because of the
existing knowledge, or slower due to the inertia. We would like
to start with the unimanual Drum Menu and then switch to the
bimanual Drum Menu and compare the performance. Additionally,
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we only recruited 12 participants in the experiment. Although we
reported the effect size, the result could be strengthened with more
studies in the future.

7 CONCLUSION

In this paper, we present the Drum menu with six different tech-
niques. We investigate three different ways to invoke the marking
menu including Joystick, Stoke, and Pointing. Unimanual and bi-
manual variants were also discovered. We tested their performance
against two layouts, the 4-item layout and the 8-item layout. In
general, we recommend the Bimanual Joystick variant with the
4-item layout as the shortcut mechanism in VR due to its short task
completion time, low error rate, and low physical movement.
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