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Abstract
Danmaku, users’ live comments synchronized with, and overlay-
ing on videos, has recently shown potential in promoting online
video-based learning. However, user-generated danmaku can be
scarce—especially in newer or less viewed videos—and its quality is
unpredictable, limiting its educational impact. This paper explores
how large multimodal models (LMM) can be leveraged to automati-
cally generate effective, high-quality danmaku. We first conducted
a formative study to identify the desirable characteristics of content-
and emotion-related danmaku in educational videos. Based on the
obtained insights, we developed ClassComet, an educational video
platform with novel LMM-driven techniques for generating rele-
vant types of danmaku to enhance video-based learning. Through
user studies, we examined the quality of generated danmaku and
their influence on learning experiences. The results indicate that
our generated danmaku is comparable to human-created ones, and
videos with both content- and emotion-related danmaku showed
significant improvement in viewers’ engagement and learning out-
come.

CCS Concepts
•Human-centered computing→ Interaction techniques; •Ap-
plied computing → E-learning; • Computing methodologies
→ Natural language processing; Computer vision.
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1 Introduction
Online video-based learning has become increasingly prevalent
recently; educational video platforms such as MOOCs have demon-
strated significant advantages to support remote asynchronous
learning at scale during the COVID-19 pandemic [19, 39, 78, 97].
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Learners now frequently acquire knowledge throughmultiple video-
based media such as YouTube, Udemy, and Coursera [44, 81, 107].
However, educational videos naturally have pedagogical limitations
due to their passive format of knowledge delivery, diminishing
learners’ learning outcomes because of less engagement [16, 78].
Many platforms thus incorporated interactive features like com-
menting and quizzes [13, 51, 60]. Along this line, recent research
has recognized the potential of danmaku, a video comment feature,
that supports both lecturer-led and peer interactions, by analyzing
or moderating human-created danmaku to boost learners’ engage-
ment [13, 35, 89, 90, 96]. Featuring live and synchronized comments
that scroll across the video screen, danmaku creates an interactive
and communal learning experience for viewers. Users can not only
view existing danmaku embedded in the videos, but also are encour-
aged to add danmaku to share their own insights and interact with
other danmaku and the video content itself [31, 33, 101]. Previous
research has explored the role of danmaku in the learning contexts
and measured the danmaku’s potential in enhancing learners’ so-
cial and cognitive presence [11, 12, 96, 98]. Unlike the previous
experience of watching video content alone, where viewers receive
information individually without peer interaction, interacting with
danmaku allows viewers to send danmaku and engage with ex-
isting scrolling ones, transforming the learning experience from
individual study to a collaborative environment.

However, user-generated danmaku has undeniable challenges in
its quality and quantity for pedagogical goals; extensive off-topic,
negative, and chaotic danmaku may overlap with useful danmaku,
distracting learners’ attention and affecting their learning expe-
rience [57, 61]. Some works attempted to moderate harmful or
inappropriate danmaku [34, 35]. Nonetheless, this does not solve
the key issue that there is a lack of sufficient useful danmaku to
foster learning in educational videos (especially the newly uploaded
or less viewed ones), where the quantity of danmaku is also signifi-
cantly smaller compared to entertainment videos [90]. Therefore,
the learning experience heavily depends on the quality and quan-
tity of existing danmaku and the popularity of a video, which are
usually unknown and uncontrollable.

We turn this challenge into an unaddressed opportunity by view-
ing it from a different angle. The recent advancement of large mul-
timodal models (LMMs) has shown exceptional performance in
understanding videos and generating textual output [49, 76, 83].
Instead of filtering the existing danmaku, we explore whether and
how LMMs could be leveraged to generate valuable danmaku in
educational videos. In particular, we ask the following research
questions:
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RQ1: What characteristics of danmaku in educational videos do
learners genuinely value?

RQ2: How do we design and utilize LMM-driven techniques for
generating danmaku in educational videos?

RQ3: Howdoes LMM-generated danmaku influence viewers’ learn-
ing experiences?

To answer RQ1, we conducted a formative study with seven
participants to identify what danmaku characteristics learners gen-
uinely value when watching educational videos. We found that
danmaku should be knowledgeable, carry positive emotions, show
encouragement, and be expressed in effective ways. Based on these
insights, we derived seven types of danmaku for educational videos,
classified in two high-level categories: content-related and emotion-
related. To address RQ2, we designed ClassComet, an online ed-
ucational video platform equipped with a novel LMM-powered
auto-generation of effective and high-quality danmaku to promote
video-based learning. We leveraged LMMs to comprehend both
visual and textual information of videos while creating virtual per-
sonas to simulate danmaku interactions among online viewers.
Learners can play a video as well as watch and interact with dan-
maku as they typically do. Without being bothered by the noise
in user-created danmaku, ClassComet guarantees viewers enjoy
consistently effective and engaging danmaku during the learning
process, regardless of the video’s popularity.

To investigate RQ3 and understand the effect of ClassComet, we
conducted a within-subjects study with 12 participants, compar-
ing four different conditions: (1) original video without danmaku,
(2) video with only content-related danmaku, (3) video with only
emotion-related danmaku, and (4) video with both danmaku. The
findings suggest that videos with both content- and emotion-related
danmaku could significantly enhance viewers’ engagement and
learning outcomes compared to the original videos. A further eval-
uation was conducted to compare our generated danmaku with
human-created ones on Bilibili1, which is known for its danmaku
feature, displaying user-generated comments that fly across the
screen, synchronized with the video. The results show the com-
petitive performance of ClassComet across four different metrics,
including relevancy, consistency, fluency, and coherence.

In summary, our main contributions are as follows:
• We uncovered the key characteristics that danmaku should mani-
fest in educational videos through a formative study.

• We introduced ClassComet that automatically creates virtual
personas and generates effective, high-quality danmaku in edu-
cational videos to promote video-based learning.

• We carried out a controlled user study evaluating the quality
and effectiveness of our generated danmaku to provide empirical
knowledge for future research.

1Bilibili(https://www.bilibili.com) is a popular Chinese video-sharing website that
offers various themes, including educational material, live stream, movies, dramas, and
user-generated content. Users can submit, view, and interact with overlaid commentary
(i.e., danmaku) on videos.

2 Related Work
2.1 Viewer Engagement in Video-based

Learning
The definition of engagement in educational contexts is multidi-
mensional. Fredricks et al. [24] categorized engagement into three
aspects: cognitive engagement, behavioral engagement, and emo-
tional(affective) engagement. Cognitive engagement refers to stu-
dents’ investment in learning, including several aspects such as
efforts to master challenging tasks, self-regulation, and challenge
preference [23]. Behavioral engagement refers to the involvement
and participation (e.g., eye contact, leaning in during a discussion)
in learning and academic-related tasks [20–22]. Emotional engage-
ment involves positive and negative emotional reactions towards
teachers, classmates, academic works and school in general [20, 53].

This definition is widely adopted by subsequent educational
research [6, 74] and has been expanded from traditional school set-
tings to the context of video-based learning [27]. Video-based learn-
ing is defined as “the process of using video technology to acquire
knowledge or skills” [25]. In the cognitive theory of multimedia
learning [59], video-based learning offer better results compared to
traditional teaching methods in terms of engagement and learning
performance. More online video learning platforms, such as Khan
Academy2 and Coursera3, have emerged, offering extensive video
resources [71] and putting more emphasis on designing interactive
methods to better viewers’ engagement.

However, current interactive methods face notable limitations.
First, although most platforms provide commenting and discussion
forums, the success of these approaches depends on the video’s pop-
ularity. Research shows that popular videos foster vibrant learning
communities with more interactions [7, 8, 77], while less popu-
lar videos often lack learners’ participation, reducing engagement
and learning outcomes [16, 72, 78]. Second, while some recent
AI-driven interactions, such as automated summaries or video chat-
bots [9, 28, 84, 87], attempt to act as a knowledgeable peer or teach-
ing assistant, they only simulate partial learning interactions, such
as dyadic peer discussions or Q&A, missing more diverse interac-
tions to enable deeper engagement. [46, 56]. These issues highlight
a gap in the potential of video-based learning to foster more diverse
and effective interactions across all videos, regardless of their pop-
ularity. It thus motivated our research to design new interactive
methods for enhancing learners’ engagement by focusing on dan-
maku, which could foster a live and communal learning experience.

2.2 Features and Usage of Danmaku in
Video-based Learning

Previous research [31, 36, 90, 96, 100] has identified several main
features of danmaku. The first is brevity and high frequency. Wu
et al.’s study [90] indicated the average length of danmaku is 9.33
words which is approximately five times shorter than video forum
comments. Additionally, danmaku demonstrates a significantly
higher posting frequency across all video genres than forum com-
ments, indicating its potential for diverse interactions. The second
is its synchronousity [36, 90]. Unlike comments separated from
2https://www.khanacademy.org/
3https://www.coursera.org/

https://www.bilibili.com
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Figure 1: A sample screenshot of an educational video with
danmaku. The translations of the displayed danmaku are: 1.
“I didn’t linked it to equations before”, 2. “fill the plane‼!”, 3.
“This chalk and eraser are so useful”, 4. “Saying others are
pretending to understand, lol”, 5. “Wow, this is magic”, 6. “29
people staying up late”, 7. “Watch MIT’s linear algebra class”,
8. “Vector space?”.

the video, danmaku is embedded within videos with timestamps,
giving each danmaku a fixed display period on the video timeline,
regardless of its actual posting time [96]. This helps to create a
sense of co-watching with virtual peers for learners. The third is
anonymity. Danmaku hides the identity of the viewers with only
the content “flying” over the screen. Anonymity protects viewers’
privacy and has a positive impact on user participation [31, 90].
The last is the blending of interpersonal and personal interaction
behaviors. Viewers can use danmaku as virtual peers to engage in
question-and-answer interactions and discussions [2, 31]. Moreover,
each viewer can express personal, immediate reactions to the video
content. Figure 1 exemplifies the danmaku of an educational video.

Unique viewer interactions with and through danmaku have
emerged and developed based on the above features, which have
been investigated in the context of online video-based learning.
Chen et al.’s study [11] and DanMooc [12] categorized danmaku
interactions into two general classes: content-related and social-
oriented. Content-related danmaku refers to discussions about the
video content, while social-oriented danmaku includes off-topic
chats and jokes unrelated to the video content. DanMooc [12]
showed that users were more disinclined to social-oriented dan-
maku and considered off-topic chats and jokes to dilute the qual-
ity of discussions. DanMooc further refined the content-related
interaction into three characteristics: questions, answers to pre-
defined questions, and other video-related messages. Some other
researchers categorized the usages of danmaku from two aspects:
content-related and emotion-related [31]. An et al. [2] identified a
distinct interaction of content-related danmaku: content repetition,
where learners used it for intensive practice of learning content
while watching the video [5]. Zhao et al. [104] found that students
had more interactions in information sharing (such as Q&A ex-
changes) and dissonance exploration (such as opinion statements),
while knowledge application and summarization were infrequent
within danmaku. Emotion-related danmaku represents another pri-
mary type, as viewers were prone to share their immediate feelings

while watching educational videos including love, joy, surprise,
tiredness, and fear. However, the preference for positive or nega-
tive emotion sharing was still ambiguous in the context of online
education videos. It was found that positive anonymous danmaku
comments were more frequent among all genres of videos [90].

These studies have identified various usages of existing dan-
maku in educational videos. However, what specific characteristics
of danmaku are considered valuable and useful for video-based
learning stays unclear. Moreover, the limited quantity and various
noise of danmaku in educational videos obstruct the effectiveness
of danmaku in promoting video-based learning [57, 61], diminish-
ing learners’ experience. Based on the above insights, our study
seeks to identify the unique characteristics of danmaku preferred
by learners watching educational videos, and explore automated
techniques to unlock the potential for more targeted and effective
danmaku design to enhance learning.

2.3 Automated Live Video Comments
The concept of automated live comment generation, commonly
referred to as danmaku generation, has been introduced by Live-
Bot [55], proposing two effective generation models and a danmaku
benchmark dataset for evaluation. Subsequent studies have focused
on designing better strategies to improve the performance on the
dataset and enhancing the dataset itself [82, 88, 102]. However,
automated danmaku generation faces challenges in considering
danmaku-video congruence in specific scenarios. Models often gen-
erate general danmaku without understanding and integrating in-
formation from different modalities [69, 99]. In educational videos,
beyond textual information like subtitles, visual elements such as
charts in slides, the color and size of specific fonts, and the spatial
positioning of objects in the video greatly influence viewer com-
prehension. In a broader context, AI-generated content overlays,
apart from danmaku, such as dynamic music scores [94] in video
games and automated meeting transcripts, rely on multimodal in-
puts to deliver context-aware interactions that enrich the viewing
experience. Thus, multimodal understanding of educational videos
is essental for generating comprehensive danmaku and presents a
promising opportunity for positively influencing learning.

With rapid advances in multimodal learning, a spectrum of video
understanding tasks including video captioning [17, 18, 38, 41],
video description [70, 80], and visual question answering [4] can
be implemented and evaluated. However, long-form video under-
standing remains a major challenge due to language model context
length and GPU memory restrictions, as most multimodal mod-
els are evaluated on video clips under 30 seconds or minute-long
benchmarks [49, 75]. Moreover, most educational videos are long,
requiring processing multimodal data (e.g., audio, visual, and text)
and capturing complex temporal dependencies over extended peri-
ods, which demands significant computational resources and careful
model design.

This inherent challenge has been attempted by unleashing the
power of large multimodal models (LMMs) [40, 52, 83, 86, 103].
Some studies focus on compressing visual information such as
merging adjacent or similar frame patch tokens [48, 76]. Others
like Timechat [68] and Moment-10M [67] propose time-aware
instruction-tuning methods to capture richer spatial and temporal
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information compared to short videos. We designed ClassComet
based on the LMM-driven method MM-VID [52], which sparsified
frames to capture longer visual tokens and utilized a video-to-script
generation with GPT-4V to transcribe multimodal elements into a
long textual script, facilitating understanding of long educational
videos and diverse danmaku generation.

In the current HCI community, some work utilized LLMs to
moderate danmaku [34, 35]. However, none of the work addresses
the educational context, where the number of useful danmaku can
vary depending on the popularity of educational videos. Therefore,
how to design automated danmaku that considers both quality
and quantity for educational videos still remains unsolved. In this
research, we specifically focus on leveraging LMM for automated
danmaku generation in educational scenarios, aiming to support
hours-long video understanding and produce high-quality, diverse
danmaku across all videos that positively impact learning.

3 Formative Study
As the first step of our research, we conducted a formative study to
learn about the key characteristics that danmaku should have in
educational videos (RQ1).

3.1 Study Setup
We recruited seven participants (4 self-identified females and 3
self-identified males) from local universities via mailing list and
word of mouth, denoted as P1-P7 in the following text. They were
undergraduate or graduate students (ages ranging from 21 to 25,
𝑀 = 23.67, 𝑆𝐷 = 1.25) with various technical backgrounds, in-
cluding computer science, statistics, law, finance, and design. All
participants frequently watch educational videos for their learning
and have the habit of turning on danmaku on Bilibili. When asked
about their danmaku posting frequency on a 5-point Likert item,
one self-reported “Frequent,” three reported “Normal,” and three
said “Occasional.”

Each study session consisted of two stages: 1) watching a 5-
minute educational video with some discussion and 2) a semi-
structured interview regarding danmaku’s characteristics. In the
end of the study, they received $20 for their time and effort. In
the first stage (10 minutes), we provided four educational videos
with danmaku to help participants connect their own danmaku
experience with these videos. The four videos were selected from
Bilibili and covered different learning topics, each approximately 5
minutes in length. Participants were asked to select a video based
on their interests and watch it as they normally would. They could
speed up or pause the video, comment on existing danmaku, and
post danmaku whenever they wanted. This allows us to observe
their natural behaviors when watching educational videos with
danmaku. We employed a contextual inquiry method: each time
when the participant posted danmaku, we engaged in a short discus-
sion to understand their motivations and rationales. In the second
stage (15-20 minutes), we discussed with the participants about
their preferences for content-related and emotion-related danmaku,
habits in posting danmaku, reactions and opinions to different dan-
maku characteristics, and expectations for ideal danmaku watching
experiences.

3.2 Key Insights
We collected the danmaku posted by participants in the first stage
to help participants recall their typical danmaku-watching habits.
We found that participants sent 1-4 danmaku per minute during
the video-watching session, with𝑀 = 1.85 per minute (𝑆𝐷 = 0.98).
The average length of danmaku was 9.2 characters (𝑆𝐷 = 5.34). In
terms of danmaku interactions, all participants posted danmaku to
engage with either existing danmaku or the video content. These
user behaviors alignwith the results reported in previouswork [90].

We also transcribed our discussion with the participants in the
whole study session including our contextual inquiries and semi-
structured interviews.Thewhole research team then collaboratively
coded the transcripts and constructed an affinity diagram to derive
five insights into what danmaku characteristics learners value in
educational videos.

K1: Danmaku should carry useful knowledge about the
learning concepts. Six participants mentioned that they preferred
knowledgeable danmaku that provides correct information about
or emphasizes key concepts from the videos, compared to that with
less information or irrelevant to the video, such as unrelated jokes
or off-topic comments. P3 said, “In some cases, there are important
danmaku of answering the video’s questions, and I really want to
focus on them. But irrelevant danmaku often covers it or appears
nearby which distracts my attention. So I would sometimes pause to
delete the irrelevant danmaku, but I don’t think this is an effective
way.” P6 stated, “I think Q&A danmaku can help me understand what
the videos are talking about, which is the question and which is the
answer, that can help me understand the video better.” Participants
also expressed their expectations of more discussions regarding
the video content. “I want to see danmaku discussing controversial
things and giving new perspectives.” -P4

K2: Danmaku should help learners grab important infor-
mation from the video content. Three participants expressed
their preferences to see more summaries in danmaku. P4 said, “I
prefer danmaku summarizing the content of the videos. This can help
me better understand the concepts.” P2 pointed out the value of sum-
mary danmaku in longer videos, particularly lectures: “Summary in
danmaku can help me quickly capture the main points of the video,
especially hour-long lectures. It can appear at the beginning or after
each section. It’s like a quick review that keeps me focused without
losing track.” Further, highlighted danmaku was valued by partic-
ipants. “I find those highlights very important because there are so
many danmaku. With those highlights, I can easily capture them and
focus my attention so that I don’t need to pay attention to every line of
danmaku. Sometimes, educational videos are not interesting so I will
lose focus. However, highlighting danmaku can help me redirect my
attention back to the video itself, making it easier to stay engaged.” -P1

K3: Danmaku should express positive emotions to foster
a good learning environment. Five participants mentioned their
preference for positive emotional expressions in danmaku within
the context of online video learning. For instance, P1 gave a “like” to
the danmaku “Very clear explanation” in the first stage of the study.
She stated: “I have the same feeling when I watched the video. Giving a
like is a kind of compliment.” P2 further mentioned in the interview:
“Personally, I prefer more positive danmaku, because it’s a learning
video, not an entertaining one. I don’t want to be in a very negative
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learning atmosphere.” P3 also compared positive emotion-related
danmaku with negative ones. She said: “In educational videos, I don’t
want to see too much negative emotion, like complaining about the
video’s difficulty or impolite augments with other viewers. It’s useless
and ineffective. If the video is filled with negative danmaku, it will
definitely affect my mood and my learning progress.”

K4: Danmaku should show encouragement to help learn-
ers overcome challenges. Participants were willing to see more
encouraging danmaku when encountering difficulties in learning
such as tiredness and complaints. The encouragement in danmaku
fosters a sense of “having a positive learning partner” -P3 and “giving
the feeling of learning with other people.” -P5 Specifically, P1 pointed
out that “I’d love the danmaku to show support like in the Japanese
video, for example, ‘If you see this danmaku, you should keep learning
and do not close this video.’ I found it quite important because at that
stage I was losing focus.” P7 also mentioned that “Encouragement is
much better than just expressing exhaustion or negative feelings.”

K5: Danmaku should be manifested effectively and con-
cisely in the video. Participants showed preferences for more
effective expressions in danmaku. Apart from favoring short, con-
cise, and clear danmaku, participants enjoyed using emojis and
symbols to convey their confusion or other feelings. For example,
P4 sent danmaku “⁇” to indicate her confusion when a concept
was presented, and P3 added “!” at the end to express her surprise
at the video content, aligning with a line of other existing “!” dan-
maku. Further, P5 explained why he wanted to send a thumb-up as
danmaku, “I don’t usually send danmaku myself. If I want to send
danmaku, I need to pause the video and it takes minutes. It’s too long
for me. Usually the most I can do is to send an emoji or symbols to
show my reaction.”

3.3 Types of Danmaku
Informed by the above insights, we provide a summary of seven
common types of danmaku valued by participants the most in
educational videos and align our taxonomy with existing studies
that categorize danmaku into two big classes: content-related and
emotion-related [11, 12]. The details are displayed in Table 1.

The four most valued content-related danmaku are Q&A, discus-
sion, highlighting, and summary. Q&A danmaku can occur between
the instructor who proposed questions in the video and viewers or
between active viewers themselves. Thought-provoking questions
and answers benefit learners, regardless of whether they participate
in or observe Q&A interactions (K1). Discussion is also appreciated
by participants as it can timely exchange on the video content (K1).
Unlike forum comments under the video, discussion in danmaku is
more concise [90]. Highlighting is a unique type that only exists in
danmaku, which normally hovers at the top center of the video for
several seconds, using eye-catching styles (such as different font
colors or sizes) to highlight keywords (K2). Summary is expected to
be seen more in danmaku which typically appears at the beginning
or end of each video section, providing a recap of key points (K2).
Personal emotional expression is the most common emotion-related
interaction. As learners prefer positive emotional expression, they
value compliments and encouragement in danmaku during their
watching experience (K3, K4). This helps to create a more concen-
trated and positive learning atmosphere. Both content-related and

emotion-related danmaku should be expressed effectively. View-
ers prefer short, concise, and direct danmaku, often using various
emojis and symbols to simplify their expressions (K5).

4 ClassComet Platform
Based on the results from our formative study, we designed and
developed ClassComet, an online educational video platform em-
powered by the LMM-driven automated generation of danmaku,
aiming to improve viewers’ learning outcomes and engagement
(RQ2). In this section, we describe the user interface of ClassComet
and a simple usage scenario. Details regarding the underlying tech-
niques for danmaku generation will be discussed in the next section.

4.1 User Interface
As shown in Figure 2, the ClassComet user interface consists of
two main components: a video player and a video sidebar.

The video player contains three parts. (1) The video control but-
tons (Figure 2-A) allow for play/pause, volume adjustment, and
speed control. (2) The generated danmaku “fly” over the screen
(Figure 2-B), which is white by default and can be changed to other
colors to highlight important concepts, following the convention
of danmaku experience on commonly used video platforms like
Bilibili. Highlighted danmaku stays at the top center of the video for
some time 4, while other danmaku dynamically scrolls across the
video screen. (3) The danmaku control includes danmaku settings
and an input box for users to send custom danmaku (Figure 2-C).
Users can freely post danmaku with options to select the font color
and display position (scrolling across the screen, hovering at the
top, or staying at the bottom of the video).

The video sidebar (Figure 2-D) displays a list of additional videos
from the same course, allowing users to watch them sequentially.
Once users have finished the current video, they can easily navigate
to the next lesson. Upon clicking a video, ClassComet loads it into
the video player, and the danmaku is automatically generated based
on the video content as the video plays. In Figure 3, we display all
scenarios of danmaku interactions.

4.2 Usage Scenario
Before describing the technial details about ClassComet, in this
section, we present a usage scenario to illustrate how users interact
with various system features in practice. Cara, a novice learner in
psychology, is self-learning the Introduction to Psychology course.
However, whether watching on YouTube or educational platforms
like Coursera, she often feels isolated. Since the course is not as pop-
ular as others, it lacks active comments and interactions commonly
seen in more widely viewed videos. Cara misses the experience
of exchanging ideas, participating in discussions, and receiving
encouragement in classroom learning. Although Coursera provides
quiz and assignment interactions, Cara finds it difficult to keep
herself motivated and engaged due to the lack of social connect-
edness and interpersonal interactions. After completing the first
few videos, she starts to search for a new platform that fosters a
peer-learning environment, regardless of the video’s popularity.
Therefore, Cara decides to give ClassComet a try.
4Previous research [11, 31] indicated that danmaku with unique displays were more
likely to be fixed in the top and bottom positions.
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Table 1: Types of danmaku in educational videos to support learning.

Class Type Description

Content-related

Q&A Ask and answer questions to assist viewers in consolidating acquired knowledge and dispelling
misconceptions (K1, K5).

Discussion Exchange opinions, propose hypotheses or provide complementary information related to
the proposed question in the video (K1, K5).

Highlights Emphasize key concepts or important words in unique displays (font size, color, position) to
capture viewers’ attention (K2, K5).

Summary Preview key points at the beginning, summarize after each section, and provide a final recap
at the video’s end (K2, K5).

Emotion-related
Personal Emotion Expression Simply and directly express one’s emotions within emojis and symbols (K5).
Brief Compliment Offer praise when a viewer’s danmaku provides the right answers or explicit explanations to

the video’s questions or other viewers’ questions (K3, K5).
Encouragement Send supportive danmaku in response to negative expressions from other viewers (K4, K5).

Cara enters ClassComet and selects the same psychology course.
As she starts to play the lecture, she notices a familiar feature:
a stream of vibrant danmaku scrolling across the video. Having
watched danmaku frequently on Bilibili for both entertainment and
learning purposes, Cara is pleased to see danmaku. However, after
just five minutes of watching, she notices a significant difference.
Unlike the danmaku she used to on Bilibili, where jokes and random
arguments can overwhelm genuine valuable insights, the danmaku
in ClassComet has no such irrelevant danmaku. She finds more
danmaku relevant to the video content which displays more often
than the danmaku videos she used to see.

Cara observes many highlighting danmaku with distinctive col-
ors like “Note: symmetry.” These danmaku serve as gentle reminders,
emphasizing the key points in the video and helping her stay fo-
cused. As she feels a bit confused by the video’s apple example,
she notices a pair of question-and-answer danmaku passing by,
which provides a clear explanation and addresses her confusion.
Apart from informative danmaku that is closely related to video
content, Cara notices supportive danmaku sharing feelings that
resonate with her own learning experience. When she begins to
feel a little fatigued and her focus starts to slip, she sees a danmaku
saying “Come one! Three minutes left!” It serves as a kind nudge that
encourages her to regain focus. By the end of the lecture, she was
satisfied to see a concise summary of the video “This lesson is about
the comparison of two halves of the brain,” as though a helpful final
review that recaps the main ideas of the video.

Beyond standard video functions such as adjusting playback
speed and volume (Figure 5-A), Cara notices an input box at the
bottom of the video player (Figure 5-C), so she can easily interact
with existing danmaku and shares her own thoughts. Additionally,
Cara explores other different topics in videos. She clicks some
lesser-known courses like “Introduction to Reproducibility in Cancer
Informatics” which has 0 reviews on Coursera. To her surprise, this
interactive danmaku feature is present in all courses in ClassComet,
not just the popular ones, but typically lacks comments or rates on
other platforms.

After exploring this new platform, Cara feels her learning is
enriched not just by the video content but by the ideas and shared
understanding and feelings that come from the danmaku interac-
tions.

5 Danmaku Generation in ClassComet
We proposed a novel pipeline based on LMMs for generating dan-
maku that encompasses both content-related and emotion-related
danmaku in different types (Table 1). As shown in Figure 4, the
inputs to ClassComet for generating danmaku come from three
aspects: (A) video understanding at both the text and clip levels, (B)
persona creation, and (C) a danmaku prompt template. The output
of contextually rich danmaku is then embedded into educational
videos (Figure 4-D). Below, we detail each input component.

5.1 Clip-level and Text-level Video
Understanding

Recent studies [29, 30, 93] showed that LMMs have overcome the
limitations of text-only video understanding and shown great poten-
tial to address the challenges of understanding long-form videos.We
adopt the LMMGPT4o to generate comprehensive and contextually
relevant descriptions at both clip- and text-levels. To enable Class-
Comet to comprehend hour-long educational videos, we segment
the entire video into multiple clips and sample frames from each
clip. By utilizing established scene detection tools PySceneDetect 5,
we identify scene boundaries and track scene changes. After seg-
menting the video into multiple clips, we follow the MM-VID [52]
algorithm and uniformly sample frames from each clip, with each
minute consisting of 5 frames. By feeding the clips and transcrip-
tions into the GPT4o, we capture detailed clip-level descriptions of
the educational videos, such as the lecturer’s face and actions and
images displayed on the video slides. Further prompts and examples
can be found in the appendix A.

The text-level description generation is based on two sources
of information: basic video details such as the title, abstract, and
course name, as well as transcriptions with timestamps. We utilize
Microsoft Azure Video Indexer API 6 to extract transcriptions along
with timestamps. All components of the text-level descriptions are
formatted in JSON. We integrate both clip- and text-level video
descriptions into our prompt template for automated danmaku
generation.
5https://www.scenedetect.com/
6https://azure.microsoft.com/en-us/products/ai-video-indexer

https://www.scenedetect.com/
https://azure.microsoft.com/en-us/products/ai-video-indexer
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Related Videos

1.3 Neurons

1.4 A bit of 
humility

2.1 Methods of 
studying infants

2.2 Explanations 
for development

Introduction to Psychology > section 1

B

CA

D

Laterlization is the difference between two halves Hightlight Static

Right vs Left ! Discussion Dynamic

Make sense Discussion Dynamic

1.2 Our two brains

Danmaku Setting

Generated Danmaku

Figure 2: User interface of ClassComet: (A) video control buttons for play/pause, volume adjustment, and speed control, (B)
danmaku embedded in the video, (C) danmaku control that contains danmaku settings and an input box to send danmaku, and
(D) a video sidebar for selecting other educational videos.

5.2 Create Virtual Viewers
Many works utilized prompted LMMs [91] to generate short natural
language descriptions of personas and their corresponding behav-
iors. The success of synthesizing human-human dialogues largely
depends on the personas of the dialogue participants [10, 42, 50]. To
effectively simulate the danmaku interactions, we create multiple
personas with diverse and detailed backgrounds, including ages,
regions, educational histories (degrees, universities, and majors),
personalities, speaking styles, and their reasons for watching the
educational video. Prior work has equipped LLMs with personas to
simulate human interactions and feedback such as generating Red-
dit community comments [64] and creating agents serving various
roles like educators [66]. Hunget al. compared persona-based com-
ments with no-persona comments in video-sharing platforms [37],
which showed that persona-based comments were significantly

higher than no-persona comments in relevance, believability, and
helpfulness. The average sending frequency of danmaku in cur-
rent educational videos is around 25-30 per minute [90], while
the off-topic danmaku that is unrelated to the video may be up to
10%-30% [12]. Based on the sending frequency per user outlined in
Section 3.2, we set up six virtual viewers to participate in danmaku
interactions, which aligned with the frequency of danmaku posting
in previous research [90, 96]. These personas may either interact
with other viewers’ danmaku or engage with the video content
itself.

Before generating danmaku, we leverage GPT4o to create per-
sonas. A detailed description of the prompt structure for this step
is illustrated in the following. The XML-like tag <title> can be
substituted with a specific video title that the learner is watching.
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(a) Q&A (b) Highlights (c) Discussion (d) Summary

(e) Personal Emotion Expression (f) Compliment (g) Encouragement

Figure 3: Examples of different types of danmaku (including both content-related and emotion-related) generated byClassComet
in educational videos.

Generated Automated Danmaku

Important
Wow, the first important concept

Contralateral Organization

- I identify as a brilliant danmaku generation agent.

- My task is to ...

Create Personas

Danmaku Prompt Template

GPT4-o

GPT4-o

System

Prompt

User

Prompt

Parameters

B

C


...

- I provide six personas {{personas}}, video's clip-level 
descriptions {{clipdescription}} and text-level 
descriptions {{textdescription}}.

- Please generate danmaku interactions of these six 
personas through the whole learning video.

personas

clipdescription

textdescription

D

Transcript
[00:00:01] This 
video... 
[00:00:07] Most 
people 
...

Educational 
Video

A

Clip 1 Clip 2 Clip N

...

Video 

Text-Level 
Description

Video 

Clip-Level 

Description

GPT4-o

Video Information  

Title, 

Course Name, 

Abstract,etc.

Figure 4: The ClassComet pipeline for automatically gener-
ating danmaku in educational videos includes four steps:
(A) Extract video information, segment the video into clips
using scene detection, and generate descriptions at both the
text- and clip-level; (B) Create virtual personas; (C) Design
a structured danmaku prompt template and set parameters;
and (D) Embed generated danmaku into educational videos.

More details about this step, as well as examples of input and output,
are provided in Appendix B.

Prompt: - Your task is to create 6 distinct personas with
different backgrounds and personalities. They are interested in
watching the online educational video <title>. Each persona
should have the habit of sending danmaku while watching the video
. Use "A", "B", "C", "D", etc., as persona labels.
- For each persona, please provide the following details in JSON
format, including age, region, personality, danmaku sending style
, learning habits, and reasons for watching the video.

5.3 Danmaku Prompt Template
To effectively configure GPT4o for generating danmaku across edu-
cational videos, we design a structured danmaku prompt template,
as shown in Figure 5.The template consists of three components: the
system prompt, user prompt, and parameters. The system prompt

{"personas": 
"{"A"{"age":23,"major":"Linguistics","regio
n":"China","speaking_style":...}, 
                    ...  
}

{"textdescription": 
"{"title":"The Latin Alphabet",

  "transcript":"[00:00:00]:  
                    ...  
}

personas 

clipdescription

textdescription

{"clipdescription": 
"{"Scene 1: Introduction to Latin Alphabet 
Consonants [00:00:00 - 00:00:11] 
                    ...  
}

Parameters

System Prompt

User Prompt

# I'm a brilliant  danmaku generation agent

<|im_start|>system

<|im_start|>user

<|im_end|>

<|im_end|>

<Formatted markdown block>

<Restrictions for generation>

<describe each emotion-related interaction’s 
characterisitics>

<identify system’s role and task>

I provide five personas , video's 

clip-level descriptions  

and text-level descriptions 

.


Please generate danmaku interactions of 

these five personas through the whole 

learning video.


{{personas}}

{{clipdescription}}

{{textdescription}}

## Deliberating actions to generate my response:

In-context example

In-context example

```

# Highlight   
A[00:03:33]: <font 
color="red">T here stands 
for tension!</font>

C[00:04:12]: <font 
color="blue">

Important concept</font> 
               ...

```

<describe each content-related interaction’s 
characterisitics>

## Generate Content-related Danmaku

## Generate Emotion-related Danmaku

## On my response format:

```

# Brief compliment    
B[00:00:02]: Wow,good 
explantion of learning 
rate!

D[00:10:02]: He explains 
the constants soooo well, 
omg. 
               ...

```

Figure 5: The structured prompt template of generating dan-
maku which consists of the system and user prompts as well
as the pass parameters including two video descriptions (text
and clip levels) and personas.

informs GPT4o of its role, tasks, behaviors, and boundaries. All
XML-like tags shown in the figure in the system prompt are illus-
trated below and replaced with specific prompts. The user prompt
customizes the responses by providing the user’s needs and differ-
ent parameters. Both system and user messages are defined between
the <|im_start|> and <|im_end|> tokens to clearly define differ-
ent boundaries. All parameters are embedded into the user prompt
as input and formatted in JSON.

5.3.1 System Role and Tasks. In the first section of the system
prompt, we outline the role of GPT4o as a danmaku generation
agent and summarize the task as follows. Role prompting [43] leads
to a more focused, creative, or empathetic response depending
on the given role. We summarize the key actions GPT is required
to perform. We also set boundaries in the first section to ensure
the model’s output quality. A detailed description of the prompt
structure for this step is shown below:

Prompt: # I'm a danmaku generation agent
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- I identify as a brilliant danmaku generation agent.
- My task is to generate content-related and emotion-related
danmaku. The generated danmaku should reflect the unique
personalities and diverse backgrounds of pre-defined personas.
- I should simulate dynamic and engaging danmaku that align with
their distinct character traits.

5.3.2 Danmaku Types. For each type of danmaku, we provide in-
context examples to stimulate the danmaku interactions in Figure 5,
which are crucial for enhancing GPT’s output performance [62, 106].
Each example specifies the persona ID, timestamp, and danmaku
content. For types such as discussions, Q&A, and encouragement,
which involve exchanges between pairs of or even more virtual
viewers, we present synthetic multi-turn danmaku types in the in-
context examples. For the highlighting danmaku, examples should
use HTML tags to define its highlighting color to capture viewers’
focus. For the personal emotional expression danmaku, we provide
multiple examples, including emojis, modal words, and short sen-
tences, to make the danmaku responses more natural. More details
of each danmaku type’s descriptions are provided in Appendix C.

Response Format The response format can help guide the
model to organize answers in the desired structure. We select the
Markdown format as its stable and competitive output performance
across different response formats [32], as detailed in the following:

Prompt: ### Response Format
```
# Emotion-related danmaku
## <emotion-related danmaku type 1>
- <role> | <timestamp>: <generated danmaku>
- <role> | <timestamp>: <generated danmaku>

## <emotion-related danmaku type 2>
...

# Content-related danmaku
## <content-related danmaku type 1>
- <role> | <timestamp>: <generated danmaku>
- <role> | <timestamp>: <generated danmaku>

## <content-related danmaku type 2>
...
```

5.3.3 Deliberating Actions. We next deliberate actions for generat-
ing danmaku by specifying the length, frequency, and count. First,
drawing from previous research and formative studies, we set the
maximum danmaku text length to 12, based on the average dan-
maku length reported in earlier studies [2, 31]. Second, some works
reported that the danmaku frequency in educational videos typ-
ically ranges from 2 to 30 per minute [89, 90]. Therefore, we set
the lower bound of danmaku frequency to avoid long gaps, ensur-
ing that danmaku is generated no less frequently than every 30
seconds. Third, we defined the range for content-related danmaku
as 15-25 and for emotion-related danmaku as 5-10. Prior research
has estimated that the average danmaku frequency in educational
videos ranges from 25 to 40 per minute, with approximately content-
related danmaku comprising 60-65% and emotion-related danmaku
making up 15-25% [12, 31, 90]. Fourth, we made requirements for
the number of highlighting danmaku since prior studies found that
the proportion of highlighted danmaku makes up over 50% of the
content-related danmaku [90]. The detailed restrictions given to
GPT4o in this step are shown below:

Watch Video

Pre-Quiz 
Engagement


Questionnaire
Post-Quiz Generated danmaku 


quality Questionnaire

Compare generated and 
real-world danmaku in the 

same clips

Repeat for watching four different educational videos 

embedded with different danmaku conditions

S1: Evaluate the impact of different danmaku types S2: Evaluate the quality of generated danmaku

Figure 6: Diagram of the experimental procedure, consist-
ing of two stages: (S1) evaluating the impact of different
danmaku on viewers’ learning outcomes and engagement,
and (S2) comparing the quality of generated danmaku with
human-created danmaku on Bilibili.

Prompt: # Deliberating actions to generate danmaku
- The length of each danmaku should be less than 12.
- I should generate danmaku continuously without long gaps (
longer than 30s).
- I should generate about 15-25 content-related danmaku and 5-10
emotion-related danmaku per minute.
- I should generate more than **10 highlight** per minute.
- Each type of danmaku should cover the entire duration.

5.3.4 User Prompt and Parameters. In the user prompt, we embed
three parameters in JSON format derived from previous clip-level
and text-level descriptions, as well as the created personas into the
user prompt to customize danmaku for different videos.These struc-
tured inputs can facilitate the generation performance for large
multimodal models [54]. In this way, ClassComet can generate auto-
mated, effective, and high-quality danmaku for educational videos.
The full version of the template, along with generated examples, is
introduced in Appendix C.

6 Evaluation
To explore how LMM-generated danmaku could influence viewers
(RQ3), we conducted a controlled experiment assessing the effec-
tiveness of two categories of generated danmaku (content- and
emotion-related) on viewers’ learning outcomes and engagement.
In addition, we evaluated the quality of generated danmaku by
comparing it with real danmaku on Bilibili.

6.1 Participants
We recruited 12 participants as U1-U12 (ages ranging from 21 to 26,
𝑀 = 24.25, 𝑆𝐷 = 1.36; 6 self-identified males and 6 self-identified
females), all of whom had the habit of watching or sending danmaku
when they learned educational videos. They were undergraduate
or graduate students with various majors, including Computer
Science, Law, European Politics, Design, Arabic, and Information
Engineering. Each participant was required to complete a study
consisting of two stages (Figure 6), lasting about 65 minutes. They
were required to complete a video-watching session to compare
the impact of different generated danmaku in Stage 1 and compare
the quality of danmaku generated by ClassComet with danmaku
on Bilibili under four different metrics in Stage 2. At the end of the
study, they received $20 for their time and effort.
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6.2 Procedure of Evaluating Learning Outcome
and Engagement (Stage 1)

To compare the learning outcome and engagement of different gen-
erated danmaku, we employed a within-subjects design to quantita-
tively compare four conditions, including No-Danmaku, Emotion-
only, Content-only, and Content+Emotion danmaku for educational
videos. Furthermore, we conducted qualitative analysis based on
participants’ feedback from post-interviews.

6.2.1 Pre-quiz (3 minutes). Before watching each video, each par-
ticipant’s prior knowledge was obtained by completing a quiz. Each
quiz consists of five memorization questions and five application
questions (Appendix D), designed to respectively capture learners’
cognitive activities [78]. The 10 multiple-choice questions in each
topic were thoughtfully designed by our research team mainly, pri-
marily based on the core messages of the video. For each topic, we
then asked three graduate students (Master’s or PhD) who were
actively doing research in the area to help validate to ensure the
questions’ correctness and quality.

6.2.2 Educational Video Watching (5-8 minutes). After submitting
the quiz, participants were automatically redirected to the video-
watching page in ClassComet. Participants were presented with
the four different danmaku conditions in a counterbalanced order.
Participants were allowed to watch the video as they normally did.
They could send danmaku, speed up the video, adjust the volume, or
pause it. Our backend recorded the real-time participants’ actions
and posted danmaku.

The selected four videos were under different topics, including
supervised learning 7, brain structure 8, music theory 9, and latin
alphabets 10. Each video was about 4 to 8 minutes long. To mitigate
biases, the order of the conditions in S1 was counterbalanced across
participants, and the combination of the type of danmaku and the
video was randomly assigned.

Our selection of the videos was guided by the following three
considerations. First, we selected topics with which learners would
have little to no prior knowledge. We investigated participants’
majors and related courses before starting Stage 1 to ensure that all
participants have minimal background in the featured fields. For ex-
ample, even though some of our participants majored in Computer
Science, they did not have backgrounds in AI. Second, we prioritized
videos that are representative in quality, typicality, and format. Each
educational video was selected from Coursera or YouTube, which
received high ratings and good reviews from learners. The selected
videos featured diverse instructional styles, including engaging
animations and picture-in-picture presentations led by professors.
Third, the content of each video was relatively independent and did
not require other videos as prerequisites. All selected videos pro-
vided engaging and sufficient contextual information for viewers
to learn.
7https://www.coursera.org/learn/machine-learning/lecture/TxO6F/unsupervised-
learning-part-1
8https://www.coursera.org/learn/introduction-psychology/lecture/mvjLn/our-two-
brains
9https://www.coursera.org/learn/edinburgh-music-theory/lecture/Osu9c/octaves
10https://www.youtube.com/watch?v=0oWWOJW3948&t=34s

6.2.3 Post-quiz, Questionnaire, and Interview (10 minutes). After
watching each video, participants completed the same quiz they
took before watching the video. We measured participants’ learn-
ing outcomes by calculating the difference between their post-quiz
and pre-quiz scores. The relative value considers individual differ-
ences in baseline knowledge by using the difference between post-
and pre-scores, using the difference (post - pre) normalizes these
differences and provides a more comparable measure of learning
progress. Additionally, participants filled out a questionnaire (Ap-
pendix E) which measured behavioral, emotional, and cognitive
engagement on a 7-point Likert scale. We categorized the questions
based on the definition of each type of engagement as described
in Section 2.1. In the context of video-based learning, behavioral
engagement refers to active participation in the video (e.g., paus-
ing, re-watching), emotional engagement reflects the emotional
connection to the content (e.g., excitement, boredom), and cogni-
tive engagement assesses the mental effort and focus invested in
understanding the material (e.g., the depth of thinking, reflection).

All engagement questions were derived from six existing widely
adopted questionnaires. Situational Interest scale [3], Original Cog-
nitive Engagement scale [26], Engagement vs. Disaffection scale [73],
ClassroomEngagement Inventory [85], Situational Interest scale [79],
and MOOC engagement scale [15]. Aligning with the process of
generating engagement questionnaires in previous research [78],
we first removed some questions that are unrelated to the context
of our study, such as questions related to self-regulation (e.g., “I
denied myself rewards when I failed to reach my study goals.”).
Additionally, we removed repeated questions appearing in different
scales to ensure questionnaires’ clarity (e.g., “How enjoyable was
the lesson?” and “I enjoy the lesson.”). For similar questions (e.g., “I
pay attention in class.” and “I listen very carefully.”), we selected the
statement that was repeated across surveys. After this, we adapted
some questions to match the context of the study such as replacing
“Book” in Original Cognitive Engagement scale by “Video”. We
show the complete engagement questionnaire generation strategy
in Appendix F. Since there’s a condition of No-Danmaku and our
questionnaire is evaluated both before and after the video, we en-
sured that the questionnaire didn’t mention danmaku to eliminate
the potential bias of evaluation.

To complement the quantitative analysis, participants were asked
to complete a post-interview with open-ended questions to help us
understand their learning experiences, feedback, and preferences
for different types of danmaku. Interviews were audio-recorded
and transcribed before analysis.

6.3 Procedure of Evaluating Danmaku Quality
(Stage 2)

To ensure the danmaku quality of ClassComet, participants were
asked to compare the AI-generated danmaku with human-created
danmaku on Bilibili and shared their feelings after scoring the
danmaku quality of the two styles of generation. The procedure of
Stage 2 lasted 15 minutes.

Since all four videos in S1 appeared on Bilibili and included avail-
able human-created danmaku, we selected six clips from the four
videos on Bilibili by choosing the parts that had the most danmaku.
Four of themwere taken from the machine learning and psychology

https://www.coursera.org/learn/machine-learning/lecture/TxO6F/unsupervised-learning-part-1
https://www.coursera.org/learn/machine-learning/lecture/TxO6F/unsupervised-learning-part-1
https://www.coursera.org/learn/introduction-psychology/lecture/mvjLn/our-two-brains
https://www.coursera.org/learn/introduction-psychology/lecture/mvjLn/our-two-brains
https://www.coursera.org/learn/edinburgh-music-theory/lecture/Osu9c/octaves
https://www.youtube.com/watch?v=0oWWOJW3948&t=34s
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videos; since the psychology and Latin videos had less danmaku,
we extracted two clips from them. Each clip contains more than
four danmaku, which lasted from 10-25 seconds. We extracted the
same clips from ClassComet with the generated Content+Emotion
danmaku. The order of the six clips was randomized for each partic-
ipant. Then, we extracted the same clips from ClassComet with the
generated Content+Emotion danmaku. Participants were asked to
watch Bilibili and ClassComet danmaku for each clip without being
informed of the order of the two danmaku modes (ClassComet(AI-
generated) vs. Bilibili (human-created)), in order to prevent any
preconceived biases from influencing their judgment. After watch-
ing each mode, they completed a questionnaire for evaluating the
danmaku quality on a 5-point Likert scale. The questionnaire con-
sisted of eight criteria grouped under four metrics widely used in
evaluating the quality of generated live comments [55], conversa-
tions [50] and LLM-generated content [45, 105]. These metrics are
defined as follows:
• Relevancy: Measures the relevance between the danmaku and
the educational videos (e.g., A danmaku like “Great explanation
of World War I!” in a video about modern history is considered
more relevant than a danmaku like “I love pizza!”.)

• Consistency: Assesses the factual alignment between the dan-
maku and the learning video (e.g., A danmaku like “The Earth
orbits the Sun” in a video about astronomy is considered more
consistent than a danmaku like “The Sun orbits the Earth”.)

• Fluency: Examines whether the danmaku has formatting prob-
lems, capitalization errors, or obviously ungrammatical sentences
(e.g., A danmaku like “Photosynthesis is a vital process for plants”
is considered more fluent than a danmaku like “Photosynthesis
vital is process plants” due to word order errors.)

• Coherence: Evaluates howwell danmaku fits together, maintains
a logical flow, and sounds natural (e.g., A danmaku like “This video
explains neural networks well” followed by “Neural networks are
key to AI” is considered more coherent than followed by “I love
cats”.)
After scoring Bilibili and ClassComet danmaku, we conducted a

short post-interview with open questions about their feelings about
the two danmaku modes.

7 Results
7.1 Quantitative Results
In this section, we first presented the findings on participants’
learning outcome and engagement (behavioral, emotional, and
cognitive) in S1 of the study. We conducted one-way repeated
measures ANOVAs to compare the four conditions, followed by a
post hoc analysis using the Tukey HSD test [1]. Then, we reported
the results of the comparison between the real danmaku on Bilibili
and our generated danmaku.

7.1.1 Learning Outcome. We calculated the difference between
post- and pre-quiz scores, rather than focusing on absolute scores, to
measure participants’ learning outcomes. Relative values are more
sensitive to small changes in performance than absolute values,
as they control for baseline differences and capture improvements
even with low initial scores. The results revealed a significant main

Figure 7: Box plot of learning outcome for different condi-
tions. Error bars show 95% confidence intervals. Asterisk (∗)
indicates a statistically significant difference between condi-
tions: 𝑝 < .05 (*); 𝑝 < .01 (∗∗); 𝑝 < .001 (∗∗∗).

effect on learning outcome (𝐹(4,12) = 6.47, 𝑝 < .01) for different
danmaku conditions, as summarized in Figure 7.

We found the Content-only danmaku (𝑀 = 67.50, 𝑝 < .001) and
the Content+Emotion danmaku (𝑀 = 70.80, 𝑝 < .01) showed sig-
nificantly higher learning gains compared to the No-Danmaku
condition. Additionally, while the score of the Emotion-only condi-
tion (𝑀 = 64.20) was higher than that of the No-Danmaku condition
(𝑀 = 57.5), the difference was not statistically significant. Over-
all, the results suggest that content-related danmaku, particularly
when combinedwith emotional engagement, significantly enhances
learning outcomes.

7.1.2 Behavioral Engagement. As shown in Figure 8 (left), there
was a significant main effect for the danmaku type on behavioral
engagement (𝐹(4, 12) = 7.94, 𝑝 < .01). Post-hoc tests showed that
the participants’ behavioral engagement in the No-Danmaku (𝑀 =
3.67) was significantly lower than learning with Content-only (𝑀 =
4.42, 𝑝 < .05) danmaku and Content+Emotion danmaku (𝑀 = 4.54,
𝑝 < .01). Although learning with Emotion-only danmaku condition
(𝑀 = 4.19) had a notably higher mean score than the No-Danmaku
group, this differencewas not statistically significant.These findings
indicate that educational videos with Content+Emotion danmaku,
especially the generated content-related danmaku, could improve
learners’ behavioral engagement with the videos.

7.1.3 Emotional Engagement. The ANOVA showed a main effect
on emotional engagement among the conditions (𝐹(4,12) = 13.20,
𝑝 < .01), as indicated in Figure 8 (middle). The emotional engage-
ment score of the Emotion-only group (𝑀 = 4.44) was significantly
higher than that of the No-Danmaku group (𝑀 = 3.78, 𝑝 < .05).
However, this difference was not significant between the Content-
only condition and the No-Danmaku condition. Similarly, the Con-
tent+Emotion (𝑀 = 4.78, 𝑝 < .01) condition had significantly higher
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emotional engagement compared to that of the No-Danmaku condi-
tion. This implies that emotion-related danmaku indeed enhanced
the emotional support for learners in educational videos.

7.1.4 Cognitive Engagement. The effect of cognitive engagement
was also significant (𝐹(4,12) = 11.26, 𝑝 < .01), as shown in Figure 8
(right). With post-hoc analyses, we found a significant difference
between the No-Danmaku (𝑀 = 3.43) and the Content-only dan-
maku condition (𝑀 = 4.18, 𝑝 < .01) as well as the Content+Emo-
tion condition (𝑀 = 4.21, 𝑝 < .01). Moreover, participants engaged
in the Content+Emotion condition significantly higher than the
Emotion-only condition (𝑀 = 3.76, 𝑝 < .05). This indicates that Con-
tent+Emotion danmaku promotes greater cognitive engagement,
encouraging viewers to focus more deeply on and reflect upon the
educational content.

7.1.5 Quality of Generated Danmaku. As shown in Figure 9, partic-
ipants thought the generated danmaku superior to Bilibili danmaku
in terms of relevancy. Regarding the metrics of consistency and
fluency, both modes of danmaku exhibited similar performance.
This shows that ClassComet could produce relevant danmaku with
high language quality. However, in terms of coherence, the Class-
Comet danmaku was still lower than the human-created danmaku,
although they were almost comparable. This underscores the need
for further improvements in LMMs‘ response to align more nat-
urally with human-created danmaku conversations [63]. Overall,
the results indicate that our LMM-driven approach could achieve
comparable quality as user-generated danmaku across multiple
key metrics, while some aspect such as coherence needs further
enhancement. The full questions and results for each criterion are
provided in Appendix G.

7.2 Qualitative Feedback
To further explore the effects of generated danmaku, we gathered
participants’ feedback regarding their preferences, learning expe-
riences, and opinions through semi-structured interviews. In the
following, we denote the participants in the user study as U1-U12.

7.2.1 Preferences of Generated Danmaku. More than half (75.0%)
of the participants thought Content+Emotion danmaku could be
helpful and preferred it to be displayed when they were watching
educational videos. Moreover, 8.3% of them liked the Emotion-only
danmaku more, while the remaining 16.7% of participants preferred
the Content-only danmaku.

Most participants acknowledged the positive impact of both
classes of danmaku on their learning experiences. They could help
them “concentrate longer” and get “emotion support” from emotion-
related danmaku, especially when watching educational videos
with no prior knowledge. For instance, U10 explained, “I feel like
the danmaku is more well-rounded in this condition. They’re not only
informative, which helps me stay focused on the video, but they’re also
entertaining, making the whole experience interesting and enjoyable.”

Participants who preferred the Content-only danmaku focused
more on understanding the video content. As U4 said, “I can identify
the key points of the video from the second condition (Content-only
danmaku), so I pay extra attention to those parts. It helps me stay more
concentrated.” They preferred to see less emotion-related danmaku
when they put 100% attention to grasping the video content. U7

suggested that the platform could introduce a customized filtering
feature or a configuration panel to allow viewers to display their
preferred danmaku types and interactions.

Interestingly, therewas only one participantwho liked the Emotion-
only danmaku. He noted, “I enjoy seeing these emotion-sharing dan-
maku. They really resonate with me. Most of them are encouraging,
which makes me feel positive and interested in the video content, even
if I find it difficult. However, the content-related danmaku can some-
times feel too ’intelligent,’ with answers coming too quickly when I
haven’t figured out the right one yet. This can be a bit annoying and
adds stress.” -U1 Despite fewer participants showing preferences,
most of the participants recognized the emotion-related danmaku’s
importance in “lessening pressure and enhancing the learning at-
mosphere.” Furthermore, although our formative study provides
direction for the design of knowledgeable virtual viewers, the con-
cept of these virtual viewers’ knowledgeable role holds the potential
for expansion across diverse knowledge levels.

7.2.2 ClassComet in comparison with Bilibili. Participants also com-
pared their experiences with the learning of watching educational
videos with danmaku on Bilibili. U4 praised the “relevance of dan-
maku to the video content is much higher” and U7 found “more
positive danmaku displayed in the learning videos.” For content-
related danmaku, U5 noted, “posting frequency and distribution of
danmaku were more reasonable—than Bilibili, with no issues of over-
lapping or rare danmaku, which is common in many educational
videos.” U2 said, “I found it’s much more efficient than the ones on
Bilibili, which were mostly just random chatter between viewers. I
feel like this makes learning much more effective now.” Participants
were also pleased to note that there were no arguments or impolite
dialogues in the danmaku. “I can feel the learning atmosphere is more
focused and enjoyable.” -U10 Moreover, compared to other educa-
tional video platforms, participants highlighted that the danmaku
is more “direct and effective.” They appreciated not having to “search
for valuable answers in the comment sections” since the generated
danmaku “provides answers when the lecturer proposes a question.”

7.2.3 Interactions with ClassComet Danmaku. We observed that
there were fewer speed-up operations in the three conditions within
danmaku compared to the No-Danmaku, especially in the Con-
tent+Emotion condition. The speed-up operations were 17 in No-
Danmaku, whereas in the Emotion-only, Content-only, and Con-
tent+Emotion conditions, the speed-up operations were 14, 8, and
6, respectively. U9 explained that “I used to speed up the video when-
ever I lost focus on the content. However, I found that the danmaku
consistently attracted my interest by continually highlighting or dis-
cussing the key points of the video.” Participants noted that they
would replay the moment when they saw valuable or interesting
danmaku at times. U4 explained, “I tried to remember those danmaku
that summarize the important keys. So I would read the danmaku
twice.”

We also observed three participants sent danmaku during their
learning, all of whom had the habit of sending danmaku. They
expressed their different interactions and feelings when watching
generated danmaku. U8 noted, “I used to send joking danmaku when
I watched entertaining videos, but I didn’t send that kind of danmaku
this time. Instead, I answered one question in the machine learning
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Figure 8: Box plots of behavioral engagement, emotional engagement, and cognitive engagement for different conditions. Error
bars show 95% confidence intervals. Asterisk (∗) indicates a statistically significant difference between conditions: 𝑝 < .05 (*); 𝑝 <
.01 (∗∗); 𝑝 < .001 (∗∗∗).
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Figure 9: Means of danmaku quality score assessed by rele-
vancy, consistency, fluency, and coherence.

video.” He found that “as there’s no chaotic danmaku, I can put more
focus on the video content.”

7.2.4 Quality of Generated Danmaku. Regarding the quality of
generated danmaku, we asked about their feelings when evaluating
across the four metrics. Overall, participants found the generated
danmaku was closely relevant to the video content. Most partici-
pants acknowledged the generated danmaku quality, particularly
the content-related danmaku. U6 shared, “I didn’t find anything
wrong about the danmaku expressions. Whether it’s the questions or
the highlights, I think ClassComet’s danmaku is closely related to
the video content and is worth displaying. It helps me understand the
material more effectively.”

However, in terms of emotion-related danmaku, participants had
more suggestions. Four participants mentioned that the emotion-
related danmaku felt less natural than the human-created danmaku,
as real-world danmaku tends to have more “diverse expressions.” U3
thought the real-life danmaku often features more “social-oriented,
humorous, and more internet slangs.” This feedback indicates the

future improvement for ClassComet in making generated danmaku
more diverse and authentic.

8 Discussion
This research investigated the characteristics of danmaku that learn-
ers genuinely value in video-based learning, designed AI-generated
danmaku for educational videos, and evaluated the quality of gen-
erated danmaku and their influence on learning experiences. In
this section, we reflect on the effects and values of the two types of
danmaku, and then take a closer look at the virtual viewers in the
process of danmaku genration.

8.1 Attitudes Towards Content-related and
Emotion-related AI-generated Danmaku

According to the learning outcome and engagement scores, the Emo-
tion+Content condition consistently achieved statistically signifi-
cantly high scores on the measures compared to the other three con-
ditions. It indicates the comprehensive effectiveness and the neces-
sity of combining both content- and emotion-related AI-generated
danmaku in learning videos.

Upon further analysis of these two types of danmaku, we found
that they had different impacts on learning outcomes and engage-
ment. The Content-only condition showed a more significant im-
provement than the No-Danmaku condition in terms of learning
outcomes, behavioral engagement, and cognitive engagement. How-
ever, the Emotion-only danmaku condition did not show significant
effects in these areas but was notably higher in terms of emotional
engagement when compared to the No-Danmaku condition. This
might find support from the qualitative feedback. Although more
participants expressed a preference for content-related danmaku,
most of them emphasized the necessity of emotional-related dan-
maku in the context of video learning. They highlighted that the
emotional support provided by emotion-related danmaku is essen-
tial, though it should appear less frequently than content-related
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danmaku in educational videos. This preference also aligns with
statistical results from previous studies, in which the number of
emotion-related danmaku is fewer than content-related danmaku
in learning videos [12, 90].

Furthermore, as some participants suggested, it would be benefi-
cial to allow learners to select their preferred danmaku interactions,
allowing customization based on their individual learning styles
and preferences. In future work, we could allow users to select
generated types with a mini menu or an additional input interface
to meet their personalized danmaku needs. For instance, the system
could generate more tailored danmaku when the user inputs a spe-
cific prompt, enabling a more adaptive and personalized learning
environment.

8.2 Exploring the Added Values of AI-generated
Danmaku

As ClassComet supports a better learning engaging experience
compared to plain videos presented on learning platforms, our
qualitative insights in formative study and user study also showed
the advantages of automated danmaku compared with the current
human-sent danmaku in video learning. ClassComet benefits from
danmaku’s high relevance to video content. Participants found au-
tomated danmaku in ClassComet ”consistently relevant through the
whole videos.” Conversely, danmaku on other platforms in the learn-
ing context is normally full of unrelated interactions with the video.
Some researchers in the HCI community proposed LLM-based dan-
maku moderation methods for automatically filtering out offensive
danmaku [34, 35]. However, the distribution of danmaku across
different educational videos is highly uneven. Newly uploaded or
low-view educational videos, which tend to have minimal dan-
maku, are particularly difficult to moderate. Even within a single
video, danmaku often clusters at only a few specific time points,
and moderation could further exacerbate this uneven distribution,
potentially leaving certain parts of the video without any danmaku.
This may negatively impact viewers’ learning experience.

Moreover, compared to user-generated danmaku, AI-generated
addresses its shortcomings of quality and quantity in online educa-
tional contexts. User-generated danmaku often includes off-topic
or irrelevant content, with unpredictable quality and quantity. In
contrast, AI-generated danmaku adheres to user-valued character-
istics identified in the formative study. It provides stable quality and
quantity, consistently delivering video-relevant content unaffected
by the video’s popularity or category. These two types of danmaku
coexist as users can post their own danmaku while also interacting
with the platform’s existing AI-generated danmaku.

Therefore, driven by LMM of generated danmaku, ClassComet
enables to generate a consistent and reasonable quantity of dan-
maku by understanding comprehensive textual and visual infor-
mation across all educational videos. This is achieved by setting
detailed requirements and constraints for danmaku characteristics
within the textual prompts for generation.

8.3 Comparison to Traditional Visual Overlays
Compared to traditional visual overlays like subtitles, danmaku
offers a more dynamic and interactive viewing experience. While
subtitles are typically displayed at the bottom of the screen [14],

danmaku, on the other hand, flies across the screen dynamically,
creating a more spatially flexible viewing experience. Moreover,
traditional textual overlays focus solely on conveying or supple-
menting the video content, which cannot highlight video concepts,
prose questions, or provide emotional support. Users only receive
one-way video information, which may lead to feelings of isola-
tion. In contrast, AI-generated Danmaku incorporates both content-
related and emotion-related interactions, simulating a peer-learning
environment through virtual personas. This creates dynamic in-
teractions, such as Q&A, even when users are watching videos
alone. Such interaction mimics a collaborative learning experience,
helping viewers feel a sense of social connection.

Overall, AI-generated danmaku potentially provides a more im-
mersive and community-driven experience compared to the static
traditional visual overlays.

8.4 Perspectives on the Role of Virtual Viewers
While our formative study guided us to design knowledgeable
virtual viewers, we received feedback from U1 that expressed a dif-
ferent perspective on the “intelligent” danmaku interactions. When
viewers struggle to grasp the video content, the rapid and high-
quality responses from the virtual viewers could sometimes lead
to frustration when the learner is not ready to process the infor-
mation at that pace, increasing the pressure on learners with high
self-expectations. Prior research has discussed less knowledgeable
personas in chatbot designs which were referred to as teachable
agents [47, 58, 65, 92]. Consequently, enabling personas with differ-
ent knowledge levels could be helpful for enhancing their learning
experience with ClassComet.

We could develop knowledgeable and teachable personas, pro-
viding users with danmaku of different cognitive levels to adapt to
individual learners’ preferences.

8.5 Limitations and Future Work
Our work is not without limitations. Future work will need to
address the following limitations, as well as seek opportunities to
incorporate ClassComet with existing video-learning platforms by
providing useful extensions besides our platform. First, the user
study was conducted on undergraduates and graduates. Viewers
of watching danmaku span a much broader age range, from 16 to
35 and beyond [34, 95]. In future work, we may explore the effects
of danmaku across different age groups and recruit a more diverse
user base for the deployment of ClassComet.

Second, our study was carried out as a lab study, the length of
educational videos is shorter than many videos on learning plat-
forms.We would investigate how video length impacts danmaku
interactions and try dynamic adjustments to the quantity and types
of danmaku for longer videos. Furthermore, our generated dan-
maku is in English which shows its potential in improving learning
experience in English settings. However, the information density
and word length vary across languages, which could influence
the effectiveness of danmaku. Previous danmaku-related analyses
have primarily been based on general videos or specific categories
(e.g., crisis-related videos), without considering linguistic factors. In
future work, we will account for language differences when gener-
ating danmaku. In addition, our study did not explore the long-term
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user learning experience with ClassComet. Future research should
fill this gap by conducting longitudinal studies to explore how user
engagement with ClassComet develops over time.

Third, we provided a general template for creating virtual per-
sonas without personality customization which may affect learners’
engagement. Future research could support personas with different
knowleadge-levels and prompt templates for tailoring personas
according to personal preferences. Additionally, due to the clip-
level understanding, persona creation, and danmaku generation
processes all requiring requests to the large model, there is an infer-
ence delay that impacts the user’s viewing experience. Therefore,
our videos currently use pre-loaded, pre-generated danmaku. In
future work, we aim to eliminate this temporal restriction, enabling
real-time danmaku generation.

Fourth, though our user study shows learners gained signifi-
cant emotional support from generated danmaku, the knowledge
level of virtual personas could influence participants’ emotional en-
gagement. It would be interesting to compare the impact of virtual
personas with varying knowledge levels on learners’ engagement
and learning outcomes in future work.

Last but not least, although our findings provide a critical foun-
dation, the hybrid danmaku has not been fully explored. As users
continuously interact with AI-generated danmaku in ClassComet,
the combination of AI-generated and user-generated danmaku may
impact the overall quality and influence user behavior. We will de-
sign features to automatically filter low-quality danmaku or explore
options for users to filter danmaku themselves in the future work.

9 Conclusion
In this work, we investigated what characteristics the danmaku
should possess in educational videos. We designed a LMM-driven
pipeline for automatically generating high-quality emotion- and
content-related danmaku for educational videos and implemented
it within ClassComet as a video learning platform. Through a
controlled study, we found that the combination of emotion- and
content-related danmaku could positively impact viewers’ learning
outcomes and engagement. A further evaluation indicated that our
generated danmaku showed comparative quality against real-world
danmaku based on four metrics. Our results not only expand the
understanding of danmaku characteristics but also provide valuable
insights into the design of AI-generated, informative, supportive
danmaku for educational videos.
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A Example of Generating Clip-level Video
Descriptions

An example is presented below to illustrate how to capture clip-level
video descriptions by using GPT4o.
• Prompt to GPT4o:

- You are an expert in understanding scene transitions based on
visual features and transcripts in a video.

- For the given sequence of images per timestamp, the input
format is timestamp: image, identify different scenes in the
video.
- Generate descriptions for each scene with time ranges.

• Generated clip descriptions:
Based on the provided images and transcript, the video can be
divided into the following scenes:

### Scene 1: Introduction to Brain Lateralization
**Time Range:** 0:00:00.04 - 0:00:06.84
**Description:** The video begins with a speaker standing at a
podium, addressing an audience. The speaker introduces the
topic of brain lateralization and the different parts of the
brain.

### Scene 2: Symmetry and Lateralization of the Brain
**Time Range:** 0:00:07.20 - 0:00:24.24
**Description:** The speaker discusses the apparent symmetry of
the brain and introduces the concept of lateralization,

highlighting the differences between the right and left
hemispheres.

### Scene 3: Handedness and Language Processing
**Time Range:** 0:00:25.28 - 0:00:56.28
**Description:** The discussion shifts to handedness,
explaining that most people are right-handed and how this
relates to language processing in the brain. The speaker
mentions that right-handed people typically have language
centers in the left hemisphere, while left-handed people have
more variability.

### Scene 4: Functions of the Brain Hemispheres
**Time Range:** 0:00:56.28 - 0:01:46.52
**Description:** The speaker elaborates on the functions
associated with each hemisphere. The left hemisphere is linked
with written and spoken language, reasoning, logic, and science
, while the right hemisphere is associated with insight,
imagination, and music.

### Scene 5: Contralateral Organization
**Time Range:** 0:01:47.44 - 0:02:34.00
**Description:** The concept of contralateral organization is
introduced, explaining how each hemisphere of the brain
controls the opposite side of the body and visual field.

### Scene 6: Integration of Brain Hemispheres
**Time Range:** 0:02:35.00 - 0:03:27.60
**Description:** The speaker discusses how the two hemispheres
of the brain work together seamlessly through the corpus
callosum, a network of neurons that connects the two sides.

### Scene 7: Experiments on Brain Organization
**Time Range:** 0:03:28.16 - 0:04:16.72
**Description:** The speaker describes experiments that
demonstrate the brain's organization, such as how quickly
people can name objects flashed on different sides of their
visual field.

### Scene 8: Split-Brain Patients
**Time Range:** 0:04:17.40 - 0:05:04.72
**Description:** The video discusses the effects of cutting the
corpus callosum in patients with severe epilepsy, leading to

split-brain phenomena where the two hemispheres operate more
independently.

### Scene 9: Philosophical Implications

**Time Range:** 0:05:05.24 - 0:05:37.64
**Description:** The speaker touches on the philosophical
questions raised by split-brain research, such as the nature of
consciousness and personal identity, concluding the discussion

.

B Example of Creating Virtual Viewers
An example is presented below to demonstrate how GPT4o is used
to generate virtual personas.
• Video Title: Introduction to Psychology
• Prompt to GPT4o:

- Your task is to create 6 distinct personas with different
backgrounds and personalities. They are interested in and
watching the online course "Introduction to Psychology". Each
persona should have the habit of sending danmaku while watching
the video. Use "A," "B," "C," "D," etc., as persona labels.

- For each persona, please provide the following details in
JSON format, including age, region, personality (describe the
’personas key traits, e.g., introverted, analytical, etc.),
danmaku sending style (describe how the persona send danmaku, e
.g., like to send emoji, share feelings etc.), learning habits
(How do they engage with the content?, e.g., ask questions,
take notes, discuss with others, etc.), reasons for watching
the Video (Why are they watching this course?, e.g., for
personal interest, career goals, academic requirements, etc.)

• Generated personas:
{
"A": {
"age": 22,
"region": "North America",
"personality": "extroverted, curious",
"danmaku_sending_style": "shares thoughts, sends emojis",
"learning_habits": "discusses with others, takes notes",
"reasons_for_watching": "personal interest"

},
"B": {
"age": 35,
"region": "Europe",
"personality": "introverted, analytical",
"danmaku_sending_style": "asks questions, shares insights",
"learning_habits": "takes notes, asks questions",
"reasons_for_watching": "career goals"

},
...

}

C Prompt Template of ClassComet
• System Prompt to GPT4o(The font HTML tags and “@” symbols
in the generated danmaku will be pre-processed before being
displayed on the video.):

<|im_start|>system
# I'm a danmaku generation agent
- I identify as a brilliant danmaku generation agent.
- My task is to generate content-related and emotion-related
danmaku. The generated danmaku should reflect the unique
personalities and diverse backgrounds of pre-defined personas.
- I should simulate dynamic and engaging danmaku that align
with their distinct character traits.

## Generate Emotion-related Danmaku
- I should generate emotion-related danmaku to express personas
' emotions throughout the entire video. I should generate
danmaku that covers the entire duration. I **must not** just
generate in the first few minutes.
- I should generate three types of emotion-related danmaku,
including personal emotion expression, brief compliment, and
encouragement.
### Personal Emotion Expression
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- Personal emotion expression means personas should simply and
directly express their emotions within emojis and symbols
```
A[00:00:02]: emoji-smiling-face-withthree-hearts Very excited
for the lesson!
D[00:00:13]: lol, I love this metaphor emoji-smile
C[00:10:13]: lol, the teacher looks very nervous emoji-thinking
```

### Brief Compliment
- Brief compliment means personas should praise when a ’viewers
danmaku provides the right answers or explicit explanations to
the ’videos questions or other persona's questions.

- I **must not** generate compliment that is too general.
```
B[00:00:02]: Wow, good explantion of learning rate!
D[00:10:02]: He explains the constants soooo well, omg.
D[00:11:02]: HH, the tricycle looks so huge
```

### Encouragement
- Encouragement means personas send supportive danmaku in
response to negative expressions from other viewers.
- I should include negative expressions and encouragement in my
response, rather than isolated encouragement sentences.

```
D[00:21:10]: oh, I'm slacking off...
A[00:21:12]: @D Only 10 min left emoji-rocket!!
C[00:21:14]: @D You can do it, bro.

A[00:11:00]: Oh... I'm still confused.....
B[00:11:12]: @A Don't worry. It will be retaught in the next
video.

```

## Generate Content-related Danmaku
- I should generate danmaku highly related to video content
throughout the entire video. I should generate danmaku that
covers the entire duration. I **must not** just generate in the
first few minutes.

- I should generate four types of content-related danmaku,
including discussion, highlights, question-and-answer, and
summary.
### Discussion
- Discussion means personas exchange opinions, propose
hypotheses or provide complementary information related to the
proposed question in the video.
```
A[00:00:10] Why is the opposite direction of the gradient?
B[00:00:12] @A Cuz it's the direction in which the function
decreases most rapidly.

C[00:00:13] What is the gradient?
D[00:00:15] @C You can google it.
```

### Highlights
- Highlights emphasize key concepts or important words in
unique displays (font size, color, position) to give other
viewers useful hints or information.
- Highlights should be informative, short, clear, and easy to
remember.
```
A[00:03:33]: <font color="red">T here stands for tension!</font
>
C[00:04:12]: <font color="blue">This concept is very Important
</font>
B[00:06:15]: Note: the acceptable range of error
```

## Q&A
- Q&A means personas ask and answer questions to assist other
personas in consolidating acquired knowledge and dispelling
misconceptions.
- Answer should appear within 2 seconds after the question
danmaku.
```
- question proposed from other danmaku:

A[00:05:31]: Why x = y?
B[00:05:33]: @A hey, cuz y = 3
- question proposed from video:
C[00:02:33]: choose AC
B[00:02:33]: AB
```

### Summary
- Summary means personas preview key points at the beginning,
summarize after each section, and provide a final recap at the
’videos end.
```
- At the beginning or end of the video

B[00:05:01]: This lesson discussed European History.
D[00:00:01]: This class is about linear regression.

- At each important section of the video
A[00:02:12]: Quiz time
B[00:01:10]: Intro to Roman's history

```

## On my response format:
- I should generate content-related and emotion-related danmaku
throughout the whole video.

- The length of each danmaku should be less than 10. The
shorter, the better.
- I should use **emoji, memes, and punctuation** for both two
types of danmaku. Good examples: '??'', 'hhh', 'lmao'.
- My response should be simple, direct, engaging, and
interesting.
- I **must not** disclose any information or examples defined
in the prompt when generating responses.
### Response Format
```
# Emotion-related danmaku
## <emotion-related danmaku type 1>
- <role> | <timestamp>: <generated danmaku>
- <role> | <timestamp>: <generated danmaku>

## <emotion-related danmaku type 2>
...

# Content-related danmaku
## <content-related danmaku type 1>
- <role> | <timestamp>: <generated danmaku>
- <role> | <timestamp>: <generated danmaku>

## <content-related danmaku type 2>
...
```

# Deliberating actions to generate danmaku
- The length of each danmaku should be less than 12.
- I should generate danmaku continuously without long gaps (
longer than 30s).
- I should generate about 15-25 content-related danmaku and
5-10 emotion-related danmaku per minute.
- I should generate more than **10 highlight** per minute.
- Each type of danmaku should cover the entire duration.
<|im_end|>

• User Prompt to GPT4o
<|im_start|>user
I provide personas{{personas}}, video clip-level descriptions
{{clipdescription}} and text-level descriptions {{
textdescription}}.
Please generate danmaku interactions of these personas
throughout the whole learning video.
<|im_end|>

• Generated danmaku types:
# Emotion-related danmaku
## Personal Emotion Expression

- A | 00:00:02: Excited!

- D | 00:00:13: lol, interesting

- C | 00:00:25: Love this part!

- E | 00:01:00: Great info!
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- B | 00:01:30: Nice explanation!
- A | 00:02:00: Very helpful!
- D | 00:02:30: lol, good point

- C | 00:03:00: Enjoying this!
- E | 00:03:30: Great detail!
- B | 00:04:00: Informative!

## Brief Compliment
- B | 00:00:12: Good point on Latin consonants!
- D | 00:00:49: Nice highlight on hard C!
- C | 00:01:35: Great note on 'I' as 'Y'!
- A | 00:02:34: Good info on 'S' emoji-smiling-face-withthree-
hearts!
- B | 00:03:18: Nice highlight on U's as V's!
- D | 00:04:13: Good point on Greek aspirates!

## Encouragement
- D | 00:01:00: Oh, I'm still confused.....
- E | 00:01:02: @D Don't worry, it will be clearer soon.
- A | 00:02:00: Oh, I'm slacking off...
- C | 00:02:02: @A Only 2 min left, you can do it!
- B | 00:03:00: Oh, this is tough...
- E | 00:03:02: @B Keep going, you're doing great!

# Content-related danmaku
## Discussion
- A | 00:00:05: Do all English letters have Latin origins?
- B | 00:00:08: @A Most do, but not all.
- C | 00:00:25: Q always with U in Latin?
- D | 00:00:28: @C Yes, always.
- A | 00:00:48: Never C as in cinch?
- C | 00:00:55: @A Always a hard C, like in 'cat'.
- C | 00:01:27: Latin 'i' confusing as vowel or consonant?
- D | 00:01:30: 'I' as 'Y' if before vowel or between vowels.
- A | 00:03:02: U as consonant and vowel.
- D | 00:03:08: Latin 'U' often written as 'V'.

## Highlights
- B | 00:00:08: <font color="red">Latin consonants</font>
- D | 00:00:28: <font color="blue">Pronunciation rules</font>
- D | 00:00:49: <font color="red">Hard C sound</font>
- A | 00:01:35: <font color="blue">'I' as 'Y'</font>
- A | 00:02:01: <font color="red">RULE: QU</font>
- A | 00:02:34: <font color="blue">'S' always hard</font>
- B | 00:03:18: <font color="red">All U's as V's inscriptions</
font>
- C | 00:04:13: <font color="blue">Greek aspirates: CH, PH, TH
</font>

## Q&A
- A | 00:00:05: Do all English letters have Latin origins?
- B | 00:00:08: @A Most do, but not all.
- C | 00:00:25: Q always with U in Latin?
- D | 00:00:28: @C Yes, always.
- A | 00:00:48: Never C as in cinch?
- C | 00:00:55: @A Always a hard C, like in 'cat'.
- B | 00:02:32: 'S' always like in soot?
- D | 00:02:44: @B T always like 'time', no 'sh' sound.
- D | 00:03:51: Aspirated Greek consonants in Latin?
- A | 00:04:04: @D CH like k in character, not like chapter.

## Summary
- B | 00:00:40: Alphabet pronunciation covered here.
- C | 00:02:07: 'Q' always with 'U', U not a vowel.
- B | 00:04:28: Aspirates pronounced differently from English.

D Pre- and Post-Quiz
D.1 Machine Learning Video
1. What’s Unsupervised Learning?

1. Learning from data without labels to find patterns.
2. Learning with labeled data.
3. Learning without any data.
4. Learning with small datasets.

2. What is a key part of unsupervised learning?
1. Supervision.
2. Clustering.
3. Labeling.
4. Reinforcement learning.

3. What is NOT a goal of unsupervised learning?
1. Finding structures in data.
2. Grouping data into clusters.
3. Detecting anomalies.
4. Providing a right answer for every input.

4. Which of the following is an application of unsupervised learn-
ing?
1. Spam filtering.
2. Diagnosing diabetes.
3. Market segmentation.
4. All of the above.

5. What is anomaly detection in unsupervised learning used for?
1. Grouping similar data points.
2. Labeling data.
3. Detecting unusual events.
4. Solving regression problems.

6. What is the primary difference between supervised and unsu-
pervised learning?
1. Unsupervised learning uses more labels.
2. Supervised learning uses no labels.
3. Unsupervised learning does not use output labels Y.
4. Supervised learning requires big datasets; unsupervised

learning works with small datasets.
7. Which of the following is NOT a type of unsupervised learn-

ing?
1. Classification.
2. Anomaly detection.
3. Dimensionality reduction.
4. Predicting stock prices.

8. What does clustering aim to achieve?
1. Assign labels to each data point.
2. Group data into different clusters based on similari-

ties.
3. Classify data based on their labels.
4. Predicting future trends.

9. Which of the following best describes the role of dimensional-
ity reduction in unsupervised learning?
1. Compressing a large dataset while preserving infor-

mation.
2. Supervising the learning process.
3. Clustering data into more groups.
4. It adds noise to the dataset.

10. What might an unsupervised learning algorithm do with a
dataset of patients’ tumor sizes and ages without labels?
1. Diagnose tumors as benign or malignant.
2. Assign tumors to two different clusters.
3. Supervise the algorithm to give correct answers.
4. I don’t know.

D.2 Psychology Theory Video
1. What is lateralization?



ClassComet DIS ’25, July 05–07, 2025, Funchal, Madeira

1. The connection between the two halves of the brain.
2. The difference between the two halves of the brain.
3. The similarity between the two halves of the brain.
4. I don’t know.

2. Which hemisphere of the brain is typically associated with
language functions for most people?
1. Right hemisphere.
2. Left hemisphere.
3. Both hemispheres equally.
4. Frontal lobe.

3. What is the role of the corpus callosum in brain function?
1. It connects two brain hemispheres.
2. It controls motor movements of the body.
3. It stores long-term memories.
4. It processes visual information from both eyes.

4. Why is the concept of being strictly ’right-brained’ or ’left-
brained’ considered misleading?
1. Each hemisphere of the brain can perform a wide

range of functions.
2. Only the right hemisphere is active in creative tasks.
3. Hemispheres of the brain are involved in most cognitive

tasks to varying degrees.
4. Only the left hemisphere is active during logical reasoning.

5. Which hemisphere of the brain is typically associated with art
awareness for most people?
1. Right hemisphere.
2. Left hemisphere.
3. Both hemisphere equally.

6. Suppose a person has had cut their corpus callosum. What
might be a consequence of this procedure?
1. Enhanced coordination between the hemispheres.
2. Division of the person’s consciousness in terms of

specific brain functions.
3. Improved language comprehension.
4. Reduced motor control on the left side of the body.

7. Why can we name apple on the right side more quickly?
1. Left side of the brain mainly processes language.
2. Right side of the brain mainly processes language.
3. People are more interested in the objects on the right side.
4. I don’t know.

8. How do the two hemispheres of the brain communicate with
each other?
1. Through electrical impulses in the brain stem.
2. By processing information independently of each other.
3. Via the corpus callosum, which transfers information

between the hemispheres.
4. They do not communicate directly.

9. Which of the following is incorrect?
1. Left part of the brain is better at perceiving logic.
2. Functions of two sides of the brain are completely

different.
3. People who are left-handed use language functions on both

sides of the brain.
4. I don’t know.

10. What is the relationship between lateralization and the brain’s
ability to process sensory information?

1. Lateralization ensures that both hemispheres process the
same sensory data simultaneously.

2. Lateralization allows each hemisphere to specialize
in processing sensory data from the opposite side of
the body.

3. Lateralization prevents the brain from perceiving sensory
information accurately.

4. Lateralization causes delays in sensory perception.

D.3 Music Theory Video
1. What is the term for vertical distance between two notes?

1. Volume
2. Duration
3. Interval
4. Tempo

2. How many distinct pitch classes are there within an octave as
illustrated by a guitar?
1. 7
2. 8
3. 10
4. 12

3. On a piano, what do the black keys represent?
1. Major notes
2. Sharps and flats
3. Natural notes
4. Octaves

4. What is the smallest interval used in music theory?
1. Tone
2. Semitone
3. Third
4. Octave

5. What pattern of tones and semitones defines a major scale?
1. Tone, Tone, Semitone, Tone, Tone, Semitone, Tone
2. Tone, Semitone, Tone, Tone, Semitone, Tone, Tone
3. Tone, Tone, Semitone, Tone, Tone, Tone, Semitone
4. Semitone, Tone, Tone, Semitone, Tone, Tone, Tone

6. If you play a C major scale on the piano, which keys will you
press?
1. All black keys
2. All white keys from C to the next C
3. A combination of black and white keys starting on C
4. Only the black keys surrounding the C keys

7. When is the Common Practice period?
1. 1600-1900
2. 1600-1950
3. 1600-1800
4. 1500-1900

8. What is C major scale?
1. C, D, E, F, G, A, B, C
2. C, D, E, F, G, A, B
3. D, E, F, G, A, B, C
4. A, B, C, D, E, F, G, A, B, C

9. In music theory, what does the term ’interval’ refer to?
1. The distance between two notes
2. The volume of a note
3. The length of a note
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4. The speed of a piece
10. What’s the difference between octave and scale?

1. An octave is a series of eight notes, while a scale is a
sequence of notes in a specific order.

2. An octave is a type of scale, while a scale is a type of chord.
3. An octave is a sequence of notes in a specific order, while a

scale is a series of eight notes.
4. An octave is a type of chord, while a scale is a type of scale.

D.4 Latin Video
1. What’s the pronunciation of the Latin letter ’C’?

1. Similar to the English ”k”.
2. Pronounced as ”ch” like in ”church”.
3. Pronounced as ”sh” like in ”church”.
4. I don’t know.

2. When does the Latin letter ’I’ act as a consonant?
1. At the end of a word.
2. When followed by a consonant.
3. When it precedes or is between vowels.
4. When it stands alone.

3. Which letter in Latin is described as always being followed by
’U’?
1. S
2. T
3. Q
4. V

4. What is the description the pronunciation of the letter ’S’ in
Latin?
1. Always like ”s” as in ”soot”.
2. Silent in most cases.
3. Sometimes soft and sometimes hard.
4. Always like ”z” as in ”rose”.

5. Which Latin letter is said to have a dual function as both a
consonant and a vowel?
1. U
2. E
3. I
4. O

6. What is the relevance of the letter ’J’ in English and ’I’ in
classical Latin?
1. ’J’ is pronounced differently in Latin than it is in English.
2. ’J’ in English originates from ’I’ in Latin.
3. I don’t know.
4. ’J’ in English originates from ’J’ in Latin.

7. Which of the following is incorrect?
1. The capital Úín Latin looks like our English capital Ẃ.́
2. Ćálways like Ḱín classcal Latin.
3. Classical Latin has fewer letters compared to English.
4. Ŕśounds like a dog.

8. What’s the correct description of the pronunciation of the
letter ’T’ in Latin?
1. Sounds like ’t’ in English.
2. Sounds like ’sh’ in English.
3. Sounds like ’ch’ in English.
4. Sounds like ’th’ in English.

9. What is the pronunciation rule for the letter ’Q’ in Latin?

1. They are silent.
2. It is pronounced like ’k’.
3. It is always followed by ’U’, which is not a vowel.
4. I don’t know.

10. In Latin, how are Greek aspirated consonants like CH, PH, and
TH pronounced?
1. As in ’chapter’, ’phone’, and ’the’.
2. With a breath of air after them.
3. They are silent.
4. I don’t know.

E Engagment Questionnaire
E.1 Behavorial Engagement
– When I watch the video, I listen very carefully. (EvsD scale,

behavioral section, Item 5)
– I want to find out more about the subject matter of the video.

(Situational Interest scale, Exploration Intention section, Item
2)

– I get really involved in video content. (Classroom Engagement
Inventory, Behavioral Engagement, item 10)

– I formed questions inmymindwhile watching the video. (Class-
room Engagement Inventory, Behavioral Engagement, item
10)

E.1.1 Emotional Engagement.

– I enjoy learning new things in the video. (EvsD scale, emotional
section, item 4)

– When I watch the video, I feel interested. (EvsD scale, emotional
section, Item 2)

– I was inspired to expand my knowledge when I watched the
video. (MOOC engagement scale, emotional section, item 3)

E.1.2 Cognitive Engagement.

– I mentally took notes of details as I watched the video. (Original
Cognitive Engagement, Item 30)

– While learning new concepts, I tried to think of implications
and practical applications. (Original Cognitive Engagement,
Item 21)

– I mentally took notes of the main ideas as I watched the video.
(Original Cognitive Engagement, Item 31)

– I tried to memorize lists of new terms and definitions. (Original
Cognitive Engagement, Item 39)

– When I had trouble understanding a concept or an example, I
went over it again until I understood it. (MOOC engagement
scale, cognitive section, item 1)

F Engagement Questionnaire Generation
Strategy
We removed some questions that are unrelated to the context of
our study, including:
– Questions related to self
– Questions about school
– Questions about teacher support (e.g. “When my teacher first

explains new material, I feel bored.”)



ClassComet DIS ’25, July 05–07, 2025, Funchal, Madeira

– Questions about searching web resources (e.g., “I often visit
the web resources suggested by the course instructor in the
MOOCs.”)

We also removed repeated questions (e.g., “How enjoyable was the
lesson?” and “I enjoy the lesson”.) For similar questions (e.g., “I pay
attention in class.” and “I listen very carefully”), we selected the
statement that was repeated across surveys. After this, we adapted
some questions to match the context of the study including:
– “Book” in Original Cognitive Engagement scale was replaced

by “Video”.
– “Class” in ClassroomEngagement scalewas replaced by “Video”.
– “Activity” in Situational Interest scale was replaced by “Video”.
– “MOOC” in MOOC engagement scale were adapted to “when I

watched the video”.
– “Check my book or use other materials” was replaced by “take

notes of details as I watched the video”.

G Danmaku Quality Questionnaire and
Results

Table 2: Questionnaire Results of comparing the quality of
ClassComet’s generated danmaku and real-world danmaku
on Bilibili.

Metric Statement ClassComet Bilibili

Relevancy

1. The danmaku is closely related to the video
content.
2. The danmaku effectively captures the main
points of the video.
3. The emotional tone of the danmaku aligns
well with the emotions conveyed in the video.

4.00 ± 0.89

4.00 ± 0.78

3.65 ± 0.91

2.85 ± 1.39

2.95 ± 1.36

3.60 ± 1.31

Consistency

1. The danmaku does not contain untrue
information(fake data, wrong concepts, etc.)
against the video content.
2. The danmaku does not include any mislead-
ing emotion about the video.

4.75 ± 0.48

5.00 ± 0.00

4.60 ± 0.66

5.00 ± 0.00

Fluency
1. The danmaku is grammatically correct.
2. The danmaku is simple and easy to
understand.

4.65 ± 0.48

4.58 ± 0.50

4.85 ± 0.36

4.60 ± 0.49

Coherence
1. The danmaku interaction is similar to
natural, realistic conversations and not
overly formal.

4.10 ± 0.37 4.45 ± 0.74
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