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Figure 1: The workflow of how a marketer uses De-Stijl to make some graphics to promote the Valentine's Day sale. (A) The user starts by creating or importing design elements into De-Stijl via the toolbox (shown on the left), adjusts their layout, then specifies a set of theme colors according to the theme (e.g., a romantic feeling), and ends by clicking the "RECOMMEND" button. (B) De-Stijl returns an automatically recolored graphic as well as a list of recommended color palettes for each element allowing for further refinement. In addition, De-Stijl offers a 2D palette-based overview of the entire design. (C) De-Stijl allows the user to not only easily create harmonic designs but also quickly obtain multiple design alternatives with different theme colors.


#### Abstract

Selecting a proper color palette is critical in crafting a high-quality graphic design to gain visibility and communicate ideas effectively. To facilitate this process, we propose De-Stijl, an intelligent and interactive color authoring tool to assist novice designers in crafting harmonic color palettes, achieving quick design iterations, and fulfilling design constraints. Through De-Stijl, we contribute a novel 2D color palette concept that allows users to intuitively perceive color designs in context with their proportions and proximities. Further, De-Stijl implements a holistic color authoring system that supports 2D palette extraction, theme-aware and spatial-sensitive color recommendation, and automatic graphical elements (re)colorization.
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## 1 INTRODUCTION

Graphic design is crafted to convey messages and ideas through visual compositions (e.g., images, typography, SVG shapes, and pictorial elements). It aims to increase people's awareness of brands, products, ideas, and/or events [23]. Such graphics are widely used in commercials and marketing campaigns on many communication media such as emails, social media platforms, and websites. A successful graphic requires designers to carefully and repetitively select colors to build an ideal palette. In general, the color palette used in graphic designs serves the purpose of achieving the aesthetic harmony, reflecting a certain theme, and resonating with target audiences.

However, crafting a good color palette is challenging, especially for novice designers and inexperienced practitioners, e.g., marketers. First, applying colors is exceptionally complex; the colors carry varying visual and psychological effects when combined differently regarding the proportion, proximity, and spatial placement [52]. But the de facto representation of color palettes in existing design tools, e.g., Adobe Illustrator ${ }^{1}$ and Figma ${ }^{2}$, uses a linear (1D) form, lacking the capabilities of expressing the above key visual and psychological indicators in design, i.e., spatial color proximity [44] and color distribution [15]. Users thus must experiment with many trials and errors to select a visually aesthetic color palette and apply it wisely. Furthermore, based on the communicative goals, the color palette is often required to align with a specific theme (e.g., romantic feelings) or satisfy other constraints (e.g., branding impressions) [5], making it even more difficult to deliver a conceptually meaningful palette [4, 10, 13].

Second, some off-the-shelf tools (e.g., Adobe Color ${ }^{3}$, ColorBrewer ${ }^{4}$ ) employ perceptual rules to offer dynamically building a palette or choosing one from a predefined library, but users still need to manually assign colors in the palette to each design element. Machine learning-based approaches, e.g., InfoColorizer [55], have been proposed to learn rules and practices extracted from an abundance of expert designs, which also automate the color assignment task. However, none of them adequately consider the user-specified constraints of graphic designs such as emotional themes and basic color tones. Moreover, these methods only focus on recommending colors' hues, shades, and tints but not giving more detailed design suggestions on color proportions and placements.

Lastly, the central to graphic design are usually images, e.g., product pictures in promotional graphics, photographs in travel advertisement posters, and shots enhancing the theme of the graphic designs. Due to the particular conditions of photographs and the difficulty of finding suitable image resources, users often need to recolor some regions in the image to satisfy design constraints and align them with the theme [59]. Moreover, users must appropriately

[^0]colorize the designed texts and other decorations to match the images used. These design constraints add another layer of complexity to graphic design, especially for non-professionals, as they have to master different types of tools while maintaining a good sense of color. While there exist some image recolorization tools (e.g., Adobe Photoshop), they are either purely designed for experts or lack the support for generating recolored images satisfying design constraints.

All the above challenges make graphic color design complex, tedious, and time-consuming. Even worse, designers are usually required to deliver several alternatives for comparison. In this paper, we propose De-Stijl (Figure 1), an AI-empowered interactive color authoring tool designed for novice designers. They are usually practitioners (e.g., marketers, product managers, and small business operators) lacking professional design training but occasionally need to create graphic designs for job duty. As a major category of graphic designs in practice, we focus on supporting the design of image-centric graphics (e.g., advertising posters and promotional landing pages; here-forward abbreviated as graphics). These graphics typically consist of images, texts, SVG decorations, and other design elements, where images pose additional constraints and challenges for color design choices. De-Stijl aims to ease the graphic color design process, including initial ideation, iterative refinement, and multi-alternatives delivery, by: representing various factors of color combination in a novel 2D palette, recommending appropriate color palettes that meet users' complex design constraints, and automating the colorization for both images and other graphical objects. Through the development and evaluation of De-Stijl with formative and in-lab studies, we make the following contributions in this paper:

- A novel, context-aware 2D palette representation for colors along with visual and psychological indicators, i.e., color proportion and proximity, to enable a more effective design process;
- A theme-aware and spatial-sensitive color recommendation pipeline that recommends color palettes conditioned on userspecified theme colors and layouts of different elements; and
- An interactive and intelligent color authoring tool, De-Stijl, that facilitates users with coloring image-centric graphic designs and understanding the interdependence of applied colors.
In addition, we open-sourced a dataset of 706 annotated graphic designs as well as our code.


## 2 RELATED WORK

Our work is related to the literature on color palette representation and recommendation techniques, as well as AI-assisted digital graphic design.

### 2.1 Color Palette Representation

Color palette, also called color scheme or color theme, aims to capture the most representative colors from the design perspective, which can be manually crafted or automatically extracted from an image. It is critical in characterizing the image and inspiring color choices for other design applications. The most commonly used representation of color palette is the 1D linear format which displays colors as a list of equal-sized squares, consisting of a small set (typically five) of colors. The simple representation makes it
easy to construct, edit, and share, thus adopted by several color platforms (e.g., Canva ${ }^{5}$ ). Contrary to the equal-sized 1D format, the bar-graph color palette [15] was proposed to depict color proportions via the varied height of bars. Each color correlates to one bar, and the bar's height indicates the percentage of pixels with that color. This format is adopted by Color Hunt ${ }^{6}$. Another representation is the continuous gradient color palette, named color ramp [33], showing many colors as a spectrum, which is usually used to encode quantitative data in visualizations. Due to its complexity in editing, interacting with, and analyzing, it is hardly seen in the design context. Non-linear color triad [42], a triangular-shaped color palette representation, models versatile color distributions and non-linear blending behaviors in images and digital arts. Beyond the static color palette, Color Portraits [26] features Palette Explorer that allows users to interact with palettes by changing the size, shapes, and positions of color swatches. It demonstrated the importance of offering a rapid visualization of how colors look together in different scales and spatial compositions. Our work is grounded by the findings in Color Portraits and proposes a novel 2D color palette representation by incorporating both spatial and proportional information.

### 2.2 Color Palette Recommendation

To ease the graphic design process, various tools have been developed to assist designers to craft high-quality color palettes. Commercial services (e.g., Adobe Color, Canva) recommend color palettes based on harmonic rules (e.g., analogous and triad). Also, some scoring models have been proposed to rate the harmony of the color palette. O'Donovan et al. [34] built the quantitative model using large-scale data to evaluate the quality of any five colors. Color Sommelier [43] proposed a harmony rating algorithm based on community-generated color palettes to enable users iteratively choose harmonious palettes. Some recent studies recommended color palettes for information visualizations and statistical graphics, such as scatterplots and bar charts, where graphic elements are simpler and can be filled with single colors. For instance, Palettailor [31] recommended color palettes for categorical data; it uses data characteristics to create useful color palettes to ensure visual discrimination of categories. Similarly, Colorgorical [16] generated palettes based on user-defined color discriminability levels and aesthetic preferences.

Targeting infographics color palette recommendation, InfoColorizer [55] employed a conditional variational autoencoder that models the relationship among elements of an infographic as a tree structure. Beyond simple infographics, researchers start to go further to explore the color palette recommendation for more complex visual designs, e.g., advertising posters and magazine covers. Qiu et al. [39] exploited the masked color model to build a recommendation engine for advertising landing pages and developed an interactive interface for users to recolor design elements. Jahanian et al. [25] investigated the semantic association model between color palettes and linguistic concepts to facilitate the color palette recommendation for magazine cover designs. However, existing methods suffer limitations of not adapting to the semantics

[^1]of images and not accommodating user-defined themes and spatial layouts of elements. We consider a wider range of graphics for colorization, including texts, SVG elements, and images.

### 2.3 AI-assisted Digital Graphics Design

There are a variety of industry applications that assist digital graphic design for different aspects, such as image editing (e.g., Adobe Photoshop), vector graphic authoring (e.g., Adobe Illustrator), and UI design (e.g., Figma). While all these tools provide powerful graphic editing features from object-level to pixel-level, they have a steep learning curve for novice designers and require much manual user effort. Thus, the research community has been exploring AI-driven technologies for design assistance.

In particular to the design element of images, recolorization techniques are widely explored to facilitate and accelerate digital graphic design. They fall into two categories: palette-based recoloring and user-guided recoloring. Palette-based recoloring aims to apply a pre-defined palette to an image [46, 56]. For example, Wang et al. [49] exploited the segmentation map for image recolorization based on the extracted color palette. More recent works [27, 59] focused on modifying the central regions in the image based on target colors and adapting surrounding regions with other harmonic colors. On the other hand, user-guided image recolorization techniques [29, 32, 53] recolor regions in an image with stroke cues provided by the users. One initial work includes grayscale image recolorization by Levin et al. [28] based on user strokes. More recent deep learning-based approaches include Deep-prop [11], which used deep convolutional neural networks to learn region clusters from an image based on given human strokes. Further, Zhang et al. [58] enabled sparse user inputs, real-time interaction, and high-fidelity colorization by training neural networks on a million images to learn implicit semantic priors. In this work, we integrated the palette-based image recolorization technique into our system to accelerate the graphic design process.

Researchers have also proposed a range of intelligent tools to facilitate novices with automating parts of the design workflow. For example, there has been a variety of work in automatically generating image-text layouts according to specific aesthetic heuristics [30, 35], real-time user adjustment [47], and semantics of the textual content [60]. Also, some tools are created for domain-specific applications with compound design tasks. For example, Yin et al. [54] developed a system for automatically generating magazine-like visual summaries from traditional social media posts for efficient mobile browsing. Qiang et al. [38] introduced a graphical model that learns to generate scientific posters from research papers. Tyagi et al. [48] proposed a tool to generate infographics from a user sketch. However, none of the above tools accommodates user-specified theme/brand colors or (re)colorizes graphics based on design constraints, which are essential in graphic designs.

## 3 DE-STIJL DESIGN

In this paper, we focus on the (re)colorization task in graphics design, which is essential and challenging for designers. This task needs to consider various design elements (e.g., images, SVG objects, and texts) and satisfy multiple design constraints (e.g., compatibility with brand colors, association with affective feelings). We aim
to address the challenges of designing harmonic and meaningful color palettes for graphics by recommending palettes conditioned on design constraints and automating the (re)colorization process during interactive authoring.

Our primary target audience is novice designers who need to craft appealing graphics for their job duty rapidly but lack professional training, such as product managers, marketers, business operators, front-end developers, or anyone who wants to efficiently produce design alternatives with various color themes. These individuals are usually able to effectively determine the desired color theme to convey a message, but struggle with creating harmonious color palettes from scratch. To assist them, De-Stijl focuses on helping with palette creation while leaving critical design decisions on color theme selection to users. Expert designers could also benefit from our system for seeking color choices inspiration. However, experts may have shaped their taste in colors, mastered the usage of advanced tools (e.g., Adobe Photoshop), and felt more confident in crafting color palettes from scratch. Nonetheless, our system can potentially boost their efficiency via the 2 D palette representation and color recommendation pipeline.

### 3.1 Formative Study

We conducted a formative study to understand designers' current practices in graphic design and the need for color-authoring tools. Five professionals participated in the study, which consisted of a 45-minute semi-structured interview with each participant. The participants included an expert designer, an industrial design researcher, a seasoned marketer whose daily work involves promotional graphics design, and two senior research scientists working closely with product managers, marketers, and designers on product promotion. During the interviews, we covered the following topics: 1) the general workflow of creating a graphic, 2) principles, practices, and difficulties of color design, and 3) benefits and frustrations of existing graphic design tools. The interviews were audio recorded and then transcribed. Using the open-coding strategy, two authors independently performed thematic analysis on transcripts and notes. Next, all the authors discussed and consolidated the findings.

### 3.2 Design Rationales

Based on the literature and results of our formative study, we derived the following three design rationales to guide the development of De-Stijl. The following texts refer to the participants as E\#.
3.2.1 Offer a visual abstraction of color design with key psychological indicators (R1). Traditional color palettes linearly display colors in a 1D format (e.g., in a list of equal-sized squares). It informs what colors could be potentially used together to achieve compatibility but cannot reveal the interdependence among colors. However, previous work [26] indicates that allowing for exploring the scale and spatial relationships among groups of colors is important for a palette tool, which is valued by users. From our study, we also learned that incorporating the below key psychological indicators into the palette representation would help demonstrate color interdependence, thus improving the effectiveness of employing the palette in graphics.

R1.1: Color proportion. Traditional color palettes can inspire design regarding color shades and tints; however, they lack the indication of color proportions despite their essential role in expressing the design. In particular, E3 mentioned: "Mixing colors in different proportions produces distinct visual effects and communicates different emotions. I often spend lots of time on tuning proportions." Moreover, creativity scholars [44] demonstrate that proportional variances can dramatically change a design composition by creating different focal points in the designed image. E5 shared a similar comment: "Using proper colors in appropriate proportions is very important to guide customers' attention towards a key selling point." Thus, proportion indicators should be incorporated into the palette representation to provide cues for color design.

R1.2: Color proximity. The perception of a color is highly affected by its proximity to other colors [44]. For instance, E4 said: "If you push all darker colors to the top while letting lighter ones go to the bottom, it will evoke contradictory feelings from doing the opposite." E3 expressed frustrations towards traditional color palettes: "Colors should be sensed in the context of their neighbors and placements. It is disappointing that the current 1D palette does not present any color-relatedness regarding proximity." As proximity refers to "one crucial characteristic that shapes the expression of colors," it should be reflected in the abstraction of colors in palettes to inform the design better.
3.2.2 Support adaptive color palette recommendations considering both semantic and user-specified design constraints (R2). Complicated color theories are overwhelming for novice designers [2]. Existing off-the-shelf color recommendation tools can offer some inspirations to users $[6,46,56]$. However, they suffer two major limitations: 1) not understanding the semantics of the image (thus cannot be adapted to image-centric graphics), and 2) not accommodating user-specified design constraints such as theme colors and spatial layouts of elements. Thus, a more advanced color recommendation scheme is needed, which should be adaptive to images constituted by different semantic regions and considers user-specified design constraints.

R2.1: Image-adaptive. Compared to other simple graphical elements (e.g., SVG shapes), images used in graphics contain thousands of pixels, which have much more complex color space. Furthermore, images exhibit different colored semantic regions. As a central part of graphic design, "especially in advertisement posters, images could significantly affect the perception of the final design". Thus, it is "indispensable to consider colors and semantic regions of images in the color recommendation scheme," as mentioned by E2.

R2.2: Theme-aware. A graphic design often requires a color theme, which can come from branding logos, product characteristics, desired affective impressions, and other factors. All color choices in later design steps should be compatible with the theme. E1 emphasized this requirement in our formative study: "An essential step in crafting a graphic is to select a theme represented by a few colors, ensuring them align with the desired emotion and feeling." Thus, the color recommendations for graphics design should lie in user-specified theme colors.

R2.3: Layout-aware. In practice, the spatial layout of different elements may significantly influence the color assignment strategies. E2 confirmed that "Color choices for graphic elements might
change with spatial relationships varying from overlapping, adjacent to, or away from others." Further, there exist various types of elements in graphics, including not only text and geometric shapes but also images. Therefore, the color recommendation should consider the layout of diverse design elements.
3.2.3 Provide an intelligent authoring interface to help understand, configure, and apply color palettes (R3). Users have various preferences and expectations in different scenarios of graphics or at different design stages. Hence, it is necessary to provide users with the right amount of customization and automation of (re)colorization in an authoring interface. The tool should automate tedious steps in the colorization process and provide users with object-wise controls for refinements so that they can rapidly and efficiently achieve design iterations and deliver design alternatives. According to our study, we identified the following key aspects related to color authoring.

R3.1: Color quantity adjustment. Participants expressed different opinions on how many colors the palette should include. Some preferred fewer colors: "I think four or five colors are enough, too many colors will become noisy"(E4), while others preferred more: "Six to eight colors are good to me"(E3). Thus, it is necessary to give users the flexibility to customize the color quantity in the color palette.

R3.2: Theme color effect control. The graphic design should be based on theme colors but not "over-driven by them". As E5 mentioned: "A fair amount of theme colors used in the right place can effectively highlight the theme; however, if excessively used, viewers will feel overwhelmed. It depends on the specific design scenario." Hence, the tool should allow users to control the impact of the theme colors on the recommended colors to broaden the tool's application scenarios.

R3.3: Object-wise color specification. E2 described the process of selecting colors for objects that, in the initial design stage, designers will "alter colors of most elements, even the entire design, to set the overall tone." In contrast, in the design iteration stage, they tend to "fix most objects and only adjust the color of one or few objects back and forth to pursue the best solution." In other cases, the colors of some elements may serve a particular purpose and thus should not be changed. For example, E3 said: "Sometimes, we need to be loyal to the product's appearance, thus making no changes to the image." To deal with the variety of application scenarios, the user interface and color recommendation should be designed with sufficient flexibility to support the object-wise color specification and fixation.

R3.4: Automatic image recolorization. It is usually challenging to find an image that perfectly fits the design. Users must manually recolor a selected image using other tools to make it compatible with theme colors and other constraints. Furthermore, because of the iterative design process, users often repeat the colorization when other elements change. Therefore, the tool should support automatic image recolorization according to the recommended color palettes to reduce user effort and streamline the workflow.

## 4 USAGE SCENARIO

Before diving into our approach and details of De-Stijl, we explain how designers use De-Stijl by walking through a typical usage
scenario workflow. We recommend watching the accompanying video and seeing Figure 1 to better understand this example.

Imagine Stella is a marketer working for an e-commerce platform. She wants to reach out to customers via email for the Valentine's Day sale. So she must design an email promotional graphic promptly to seize this market opportunity. However, she lacks sufficient design training, and her design team is occupied. She finds some design elements from her collection, including a photo centered by a gift box, a Call-To-Action button, some decorations, and topographies.

Stella imports design elements into the canvas (Figure 2-B) using the toolbox (Figure 2-A). Then she carefully adjusts their positions to a nice layout (Figure 1-A). A 2D design overview palette is then generated (Figure 3), which abstracts the major color blocks while preserving the color proportion and proximity (R1). This 2D color palette summarizes the design with nine colors. Additionally, the color palette of each graphic element (i.e., images, decorations, and texts) is displayed in the object layer panel (Figure 2-C7). Stella looks at the 2D design overview palette and thinks "There seem too many colors to gauge the visual effect of the design." Thus, she moves the "color quantity" slider (Figure 2-C3) from "more" to "normal" (Figure 3), and six colors are left now in the 2D palette, reflecting the most discriminating regions. This color quantity adjustment are also applied to the later 2D color palette recommendation results for the image.

Stella is satisfied with the layout and content of the design but feels colors are not coherent when seen together by glancing into the color overview (Figure 3-"normal"). She wants to create a feeling of romance. Thus, she specifies theme colors as pink, blue, and orange. (Figure $2-C_{1}$ ) and clicks the "RECOMMEND" button (Figure $2-C_{5}$ ). A list of recommended colors/palettes for every graphic element is then generated (Figure $2-C_{7}$ ). De-Stijl automatically recolors the design based on the top-ranked color palette (R2). The gift box in the photo is recolored to light pink. "Looks better," she thinks.

Now Stella wants to make some refinements. Stella clicks the image object in the list (Figure $2-C_{7}$ ), and then more candidate palettes pop out (Figure $2-C_{6}$ ). She chooses one recommended palette making the region of the gift orange color, and locks this image element with this palette because she thinks it looks great (R3). She further locks a few other elements in the design that she feels good about (Figure $2-C_{7}$ ). Stella clicks "RECOMMEND" again; the locked elements remain unchanged in colors while the unlocked elements have new appearances, still looking harmonic and aesthetically pleasing. "Nice, perfectly aligned with Valentine's Day. I love this design", she exports the design.

However, her manager asks her to design two versions for comparison. To explore more design alternatives, she unlocks the elements previously set in De-Stijl and resets theme colors to red and yellow. She also moves the theme effects' slider (Figure $2-C_{2}$ ) from 10 (strongest) to 6 (medium) to welcome richer colors. De-Stijl returns a design dominated by red but with some lovely pink accents. Stella feels happy and saves the second version (R3) as Figure 1-C. She takes a look at her watch: "Cool. Only ten minutes passed. Let's ship all the promos!"


Figure 2: User Interface of De-Stijl, consisting of (A) a design toolbox, (B) a canvas, and (C) a control panel. The control panel further includes (1) a theme color setting panel, (2) a theme effect level slider, (3) a color quantity control slider for the 2D palette, (4) a design overview palette, (5) a recommendation button, (6) a list of recommendations, and (7) an object layer panel.


Figure 3: 2D palette reflecting the design overview with different color quantity options. Users can control the color quantity via the slider to accommodate the designs and images with different color complexity levels. The slider influences both the design overview and also the 2D palette recommendation for images.

## 5 CONCEPT MODEL AND DATASET



Figure 4: Example of the four semantic design layers in an image-centric graphic.

To fulfill our design rationales, we first conceptually model image-centric graphics and build a high-quality dataset.

### 5.1 Conceptual Model of Image-Centric Graphics

Inspired by the design space defined by Guo et al. [17] and based on the results of our formative study, we decompose a graphic design $\mathcal{G}$ into four semantic layers (Figure 4), including: background, image, decoration, and text layers; that is, $\mathcal{G}=\left\{L_{b}, L_{i}, L_{d}, L_{t}\right\}$. The background layer $L_{b}$ is usually filled with a solid color or a certain texture. The image layer $L_{i}$ refers to photographs and drawings depicting objects, people, places, or ideas. The decoration layer $L_{d}$ contains graphical elements such as SVG shapes and symbols. The text layer $L_{t}$ conveys textual messages. The stacking order of the image, decoration, and text layers can vary for different design cases.

### 5.2 Data Preparation

The above semantic layered structure could facilitate computational analysis and modeling of image-centric graphics. However, to our knowledge, there is no publicly released graphics dataset in such an appropriate format. Hence, we curated our own dataset of modeling graphics based on the proposed semantic layered structure. First, we collected 706 design templates in the PSD format from various creativity support platforms, including Freepik ${ }^{7}$, Adobe Stock ${ }^{8}$, Vecteezy ${ }^{9}$, and 365PSD ${ }^{10}$. We filtered graphics that are images included. In the end, we obtained image-centric graphics consisting of technology, social media, fashion, food, pets, and business. Then, we

[^2]grouped the elements in the PSD files into four layers: background, images, decorations, and text.

However, the above resource platforms do not explicitly provide theme colors for each design. Thus, we conducted a survey study recruiting designers to help label the theme colors for each collected design. We recruited three designers who are pursuing undergraduate and master's degrees in design at a local university. They have systematically acquired relevant knowledge such as color theory, rules of color harmony, and color semantics, and have no color vision deficiency. The survey was distributed online through a customized web application, in which the designers can access the graphics and label their theme colors via a color picker UI widget. To ease the labeling process, we extracted five dominant colors using Chang et al.'s approach [6] for each design and pre-loaded colors in five independent color picker widgets. The designers could approve, adjust, or delete any pre-set colors; thus, each design was labeled with one to five theme colors. With the web application, they could complete the labeling in multiple sessions, and the order of presenting the graphics was randomly generated. Each of the designers completed one-third of the labeling tasks, and they were compensated at $\$ 20$ per hour. After we collected the labeled dataset, we invited a professional designer with years of experience to go through the labels (i.e., theme colors) and adjust them where necessary.

## 6 DE-STIJL SYSTEM

With the design rationales and curated dataset, now we describe details about our system, De-Stijl. We first introduce the overall system architecture and then the main modules. Detailed implementation can be found in Appendix A.

### 6.1 System Architecture

The main objective of De-Stijl is to recommend to users a range of harmonic color graphics based on theme colors, spatial layout, and contents of a graphic. As mentioned earlier, we do not focus on authoring functions for digital graphics such as creating or manipulating 2D graphic elements, albeit the system support some simple tasks such as adding text, simple shapes, and resizing/moving elements on the canvas. Figure 5 provides an overview of the system back-end and workflow, which consists of three main modules: (A) a $2 D$ palette extractor, (B) a color recommender, and (C) an image recolorizer. As shown in Figure 2, the front-end of De-Stijl consists of three interactively-coordinated views: (A) a design toolbox, (B) a canvas, and (C) a control panel. The UI panel arrangement in the control panel mimics the design of Adobe PhotoShop ${ }^{11}$, where colors and setups (i.e., theme color specification in De-Stijl) locate on the top, properties and adjustments (i.e., recommendation button and recommended results) are in the middle, and the layers (i.e., objects lists) fall to the bottom. To minimize user interaction for efficiency, De-Stijl works in the manner of "click once, recommend all." In specific, the De-Stijl back-end recommends colors for different design layers (except the background layer) with the consideration of the interdependence among elements in other layers (i.e., their layouts and colors) as well as specific user preferences (i.e., theme

[^3]colors, user-uploaded/created a background with specific colors or textures).

With the conceptual model of graphics (Section 5.1), the back-end first decomposes the graphic into four layers: $\mathcal{G}=\left\{L_{b}, L_{i}, L_{d}, L_{t}\right\}$ (Figure 5-L, D), based on their metadata from the front-end. Each image $x$ in the image layer $L_{i}$ is then converted into a visual abstraction $p$ by the 2D palette extractor (Figure 5-A), which preserves the color proportion and color proximity in $x$. With this operation, the image layer $L_{i}$ is transformed to $L_{i}^{p}$. These visual abstractions are also displayed on the front-end to allow users to better understand the color interdependence ( $\mathbf{R 1}$ ). The color recommender (Figure 5-B) then generates color recommendations (Figure 5-E) for each element based on different design conditions (Figure 5-D). In specific, the color recommender first works on the image layer $L_{i}^{p}$ by taking theme colors and the background layer $L_{b}$ as design conditions $c$. Then, it operates on the decoration and text layers $L_{d}, L_{t}$ separately, based on the conditions $c$ including: the recommended image layer results $\hat{y}_{i}$ obtained in the first step, theme colors, and background color. In this way, the model ensures the color compatibility of all elements in the graphic while considering the spatial layouts and satisfying user preferences (R2). Based on front-end requests, the back-end color recommender can partially generate colors for any number of elements while preserving the rest. Specifically for the image layer, the image recolorizer (Figure 5-C) is then applied to recolorize the image as guided by the recommended 2D color palette. The elements filled with a single color in $L_{d}$ and $L_{t}$ are recolored directly based on recommended colors. The recolorized elements in all layers are assembled and displayed on the front end for previewing the top-ranked result. Simultaneously, complete color recommendations are visually represented on the De-Stijl interface for users to explore and iteratively refine the design (R3).

### 6.2 Palette Extractor

Different from the traditional 1D color palette in Figure 6(a), the 2D color palettes in De-Stijl is a novel concept we propose for users to understand the interdependence of colors in a graphics design intuitively.
6.2.1 2D Palette Design. The design of this 2D palette was iteratively refined by working with design experts in our formative study. As shown in Figure 6(b), our initial design presents finegrained details of the input image, which preserves shapes, spatial locations, and dominant colors of each semantic region. It removes textures but keeps other visual properties as much as possible. This design meets R1.1, R1.2, and R2.1; however, it suffers from two limitations: (1) easy to overwhelm users with many colors and make them lose the gist of the design, and (2) difficult to generalize across graphics with different objects. For instance, E3 mentioned: "The edges, shapes, and all details sometimes make me switch my mind to the structure compositions instead of the color," and E4 mentioned "If I keep this color palette to my collections for future references as I used to do, it is unlikely to apply this to other designs because there are too many details and too pixelated. It is not generalizable."

Accordingly, we adjusted the 2D palette from the shape-oriented design to the grid-like design, as shown in Figure 6(c). This version performs a higher-level abstraction which deprives of shapes and


Figure 5: System architecture and workflow of De-Stijl. From an undesirable input graphic with no or incompatible colors, the system first decomposes the input into four semantic design layers ( $L$ \& D) (i.e., image, decoration, text, and background) and extracts 2 D color palettes for image objects through the 2D palette extractor (A). Next, the color recommender (B) considers the background and user specifications (e.g., theme colors) as design conditions (D) and suggests colors (palettes) for each of the elements (E). The system also automatically recolorizes all the elements based on the top-ranked recommendation, including images that are processed by a special image recolorizer (C). Together, it generates an aesthetically pleasing design with harmonic colors. A user can also interactively explore several design recommendations (E). They can also lock any elements' colors (palettes) to further generate new design recommendations with additional design constraints.


Figure 6: Traditional 1D color palette (a) and design alternatives of the 2D palette: (b) showing fine-grained details about the image, (c) representing the image in a grid with superpixels, and (d) grouping similar grid cells based on colors (our final design).
edges. It preserves the color proximity but sacrifices the color proportions to some extent. E3 commented: "Human perceives colors by automatically grouping similar ones; however, this design lacks this grouping effect which goes against the human visual perception."

Hence, our final design, as shown in Figure 6(d), transforms the grid-like version to the grouped color blocks in different sizes, which achieves R1.1, R1.2, and R2.1. According to our experts, this design has the following advantages: 1) "This palette is well abstracted, the placements and proportions of colors are represented clearly."(E5); 2) "colors in the palette are well aligned with image semantic regions."(E3); and 3) "It helps to know where is the focal point of the image."(E5).
6.2.2 Extraction Approach. To extract the 2D palette from the image, we first reduce the complexity of the image by partitioning it into $N$ superpixels using the Simple Linear Iterative Clustering (SLIC) algorithm [1]. It generates superpixels by clustering pixels based on their color similarity and proximity. Specifically, pixels are clustered in the combined five-dimensional space $\{l, a, b, x, y\}$, where $l, a, b$ indicate the color vector in the CIE Lab color space and $x, y$ represent the position of the pixel. We retrieve all pixels within each superpixel, compute the dominant color by kNN clustering [12], and assign the superpixel with that color. We further downsample this abstraction to the size $S$, which determines the abstraction level, and then upsample it back to the original size by nearest neighbor interpolation. This down-up sampling aims at quantizing neighbor superpixels with similar colors to a uniform segment as shown in Figure 6(d). In this way, the semantic regions in the image are transformed into the regular-shaped color blocks of the same scales and positions, which form the 2D palette.

### 6.3 Color Recommender

We formulate the color recommendation task as an Image-to-Image translation problem [36], where the goal is to learn the mapping from incompatible-colored inputs to compatible-colored outputs. Though this problem is prominent in computer vision, we cannot simply apply off-the-shelf models [9, 20, 24]. This is because our goal is to generate harmonic color palettes reflecting the userspecified theme and fulfilling the design constraints, and existing models are trained only to achieve the aesthetic objective or to approximate the color of an exemplar image.

Three key aspects should be considered to build particular model architecture for our case: 1) design conditions: how to formulate the color dependency across different design layers (i.e., layers of the image, decoration, and text)-conditions of design-as machine


Figure 7: Demonstration of input, design conditions, and output of the color recommenders for different design layers.
learning problems; 2) model nature: how to ensure the color recommendation models actually learn the mappings based on the desired design conditions of inputs instead of other unrelated factors such as the appearance of the design elements; 3) user intervention: how to enable users to control the effect of design conditions on the colorization results for flexibility. In the following, we demonstrate how we tackle the above problems, in Sections 6.3.1, 6.3.2, and 6.3.3, respectively.
6.3.1 Design Conditions Formulation. To build an effective color recommender, we first need to mathematically conceptualize the design conditions and workflows for machine learning models to learn in the graphics so that trained models can be used for suggestions. In the formative study, E1, E2, and E3 suggested "after setting the background color, designers usually decide the colors for images according to theme colors first considering the complexity of the task, and then decide on colors for other graphical elements based on their spatial relationships with the semantic regions in images and other design constraints." Inspired by this common workflow, we formulate the dependency of design layers in our recommendation pipeline: 1) the background layer $L_{b}$ is predetermined; 2) the image layer $L_{i}$ depends on the user-specified theme and the background; 3) the decoration layer $L_{d}$ and the text layer $L_{t}$ rely on the recommended palette for the image layer, the background layer $L_{b}$, and user-specified theme colors.

The input $x$, design conditions $c$, and the output $\hat{y}$ for each layer are summarized in Figure 7. The input $x$ for the image layer is the 2D palette extracted from the image. For the decoration and text layer, the input $x$ is rasterized SVG objects that stay with their original layouts. The recommended image palette serves as the design conditions $c$ for decoration and text layers are transformed back to their original positions and sizes on the graphic. The network can learn the implicit pattern between the spatial relationship and color assignments with all preserved spatial information. Though design conditions $c$ for design layers are not the same, the overall network architectures are not necessary to change. Separate checkpoints are trained for different design layers.
6.3.2 Network Architecture. Inspired by the prevalence of Generative Adversarial Networks (GANs) in addressing generative design problems, our color recommender (Figure 8) follows a typical structure of the conditional GAN [24]. Given an input $x$ (that can be a 2D palette $x_{i}^{p}$, an SVG decoration $x_{d}$, or a text object $x_{t}$ ), the
color recommender aims to find a compatible-colored $\hat{y}$ mapped from incompatible-colored $x$ according to design conditions $c$ (i.e., user-specified theme colors or other color-decided design layers). In specific, the network consists of a generator $G$ and a discriminator $D$. The generator $G$ uses an encoder-decoder architecture with skip connections [40], producing the output $\hat{y}$ based on the design conditions. The discriminator $D$ is adversarially trained with the generator $G$, informing the output $\hat{y}$ of $G$ is fake or real compared with ground truth $y$.

To ensure the design conditions are effectively incorporated into the colorization process, as mentioned in our model nature consideration above, we adopt two specific designs that enforce the design conditions $c$ to guide the color estimation. First, we exploit the modulation technique [37], namely Condition Feature Modulation (CFM), to avoid the design conditions $c$ being "washed away" by intertwining the features of input $x$ with design conditions c. Otherwise, the network learns the mapping from $x$ to $y$ using the color estimation rationale on the structure and appearance of $x$, rather than the design conditions. Second, we design the discriminator $D$ to take the generated output $\hat{y}$ along with design conditions $c$ as inputs, and then yield the label of real or fake. The purpose of using $c$ as part of the input is to enforce the output $\hat{y}$ to be closely associated with $c$. We provide detailed descriptions for each network component, loss functions, and training procedures in Appendix A.
The collected 706 graphics are split into a train set (646) for model training and a test set (60) for the later ablation study and user studies. The train and test sets are balanced with themes (e.g., foods, fashions). We regard the original design as the ground truth and synthesize the incompatible colored input $x$ by applying a degradation model to the ground truth. Details about the training pairs synthesis are described in Appendix A.
6.3.3 Network Interpolation. We leverage the network interpolation technique [51] to produce recommended results with different theme effect levels, enabling users to control the impact of the input design conditions based on their needs. This user intervention consideration is also driven by our design goal of theme color effect control (R3.2). Specifically, we train two separate models with the same network architecture as described above. One is the reconstruction model $G_{\theta_{E 0}}$ which uses $x$ itself as the ground truth $y$, where $\theta$ represents the learned parameters of the model and $E 0$ indicates the theme color effect level $E_{\text {theme }}=0$. The other is the


Figure 8: Model architecture of the color recommender in De-Stijl, consisting of a generator $G$ connected by skip connections along with a Condition Feature Modulation (CFM) module and a discriminator $D$. Taking the image layer $L_{i}^{p}$ as an example (input and output for other layers are shown in Figure 7), given the input $x$, the generator will output the recommended color palette $\hat{y}$ according to the design conditions $c$.


Figure 9: Example results of different theme color effect levels. $E_{\text {theme }}=0$ indicates less influence of user-specified theme colors exerting on the recommended color palettes and $E_{\text {theme }}=1$ indicates more influence.
recommendation model $G_{\theta_{E 1}}$ which takes the graphic delivered by professionals aligning perfectly with theme colors as ground truth $y$, where $E 1$ indicates the highest level of theme color effect. By linearly interpolating the model parameters between $\theta_{E 0}$ and $\theta_{E 1}$, we can obtain a series of models without training, which produces color recommendations influenced by intermediate theme effects level $E_{\text {theme }} \in(0,1)$, as shown in Figure 9 . The network interpolation can be formulated as Eq. 1, where $\alpha \in(0,1)$ is the interpolation coefficient, representing the theme effect level users can control.

$$
\begin{equation*}
\theta_{\alpha}=\alpha \theta_{E 1}+(1-\alpha) \theta_{E 0} \tag{1}
\end{equation*}
$$

6.3.4 Ablation Study. To validate the designed model architecture for the color recommender, we conducted an ablation study to compare our model with three alternative architecture designs. We systematically analyzed the effects of skip connections and the CFM module in the generator $G$ as well as the input concatenation of discriminator $D$. Results indicate that the above designs do help improve the perceptual quality of the recommendation results according to the metrics of LPIPS and FID. Limited to space, detailed results are presented in Appendix B.

### 6.4 Image Recolorizer

Motivated by the design goal R3.4, we integrated an automatic image recolorizer into our color authoring pipeline. We leveraged an off-the-shelf method proposed by Zhang et al. [58] to recolorize the image $x_{i}$ to $\hat{x}_{i}$ according to the recommended 2D palettes $\hat{y}_{i}$. This data-driven approach exploits a deep neural network to map a grayscale image to a colored image, using a set of sparse color hints
specified by users (i.e., colored pixels in the image). Its training involves two stages. In the first stage, the model is trained with a classification loss on a subset of ImageNet [8] with semantic labels (including 1000 object categories [41]) to restrict the colorization to align with the semantic meaning of the object. In the second stage, the model is fine-tuned with the regression loss to encourage colorization to fit the given color hints. A key benefit of this twostage training strategy is that the colorization can generate naturallooking results while conforming to the given color hints.

Our recommended 2D palettes can be leveraged as the sparse color hints to guide the recolorization. To do so, we first resize the 2D palette to the size of the image so that color blocks in the palette match their corresponding regions in the image. Then, we uniformly sample the sparse color hints from the recommended 2D palette, which can be used later in the recolorization process. We fine-tune their released checkpoint on our dataset following their original hyperparameters setting to achieve a desirable effect.

## 7 USER EVALUATION OF DE-STIJL

We conducted a user study to evaluate De-Stijl for its ability to support multiple creativity factors and the customization needs from novice graphic designers. To investigate the principles laid down during the formative study, we evaluated the 2D color palette to quantify any improvements over the existing 1D color palettes. We also assessed our recommendation palette to reinforce its usability and our image colorization module for its efficiency in improving the process of color tuning. It was hard to find a baseline for doing a comparative study; thus, we used a combination of commercial tools, including Figma ${ }^{12}$, Coolors ${ }^{13}$, and Pixlr ${ }^{14}$ (referred to as Baseline here-forward) for comparison. These were the closest tools available publicly for color palette recommendation compared to De-Stijl. In specific, users need to switch among the three commercial tools in the Baseline system to complete the task with different tool features: Figma is for layout adjustments and graphic elements

[^4]Table 1: User study tasks summary.

| Task | Requirements for the Color Design | Elements to (Re)Color | Time | Outcomes |
| :--- | :--- | :---: | :---: | :---: |
| T1: Product Promotion | Be harmonic to the product image. | decorations, texts | 4 min | 1 version |
| T2: Brand-driven Design | Be compatible with the branding colors. | image, decorations, texts | 4 min | 1 version |
| T3: Event/Seasonal Sales | Create the feelings align with the event. | image, decorations, texts | 8 min | 2 versions |

recoloring, Pixlr is for image recoloring, and Coolors is for color recommendation. The Baseline adopts a bottom-up workflow where users must decide the color for each element one by one. In contrast, the top-down workflow in De-Stijl applies all the changes to the design at the beginning and allows users to refine each element based on the recommendation.

### 7.1 Participants

We recruited 14 participants ( 3 females and 11 males, average age of 25 years old) via social media and mailing lists. Most of them (12/14) require exposure to graphics design in their daily work; however, they are not expert designers. With a pre-study questionnaire, they were considered as novice designers based on their self-reported design experiences on a 5 -point Likert Scale, including expertise in 2D graphics design ( $M D=1, I Q R=0.5$ ) as well as familiarity with color theories ( $M D=1.5, I Q R=1$ ), vector graphic tools ( $M D=2, I Q R=2$ ), and image editing tools ( $M D=1, I Q R=0$ ), where 1 indicates less expertise/ familiarity. They have designed 1-5 graphics in the past year. While the participants are design novices, they represent the typical target users for our tool (e.g., marketers, product managers, UI developers, and small business owners) who want to easily and quickly produce a few graphic designs for broadcasting their ideas.

### 7.2 Task and Design

We employed a within-subjects design for the user study. We designed three tasks for this user study to compare De-Stijl with the Baseline on multiple aspects of creativity and assistance in graphic design (re)colorization tasks. All tasks require users to color graphics from provided templates which is the most common case for novices to not start from scratch according to our formative study. We collected six design templates (two templates for each task due to the within-subjects design) from the same online platforms in Section 5.2. Since the design templates are already colored with harmonic colors by professionals, we manually tweaked the colors of several graphic objects to make the overall design not colorharmonic to mimic a design challenge. We set a time limit for each task to simulate a timing design scenario. Given that our tasks only focus on colors, and users do not need to create elements by themselves; thus, we set the time limit to be relatively short. This also allowed the study length to be reasonable in a within-subject design. Tasks are summarized in Table 1, from a more constrained closed-form scenario to a more flexible open-ended scenario, details as follows.

Task 1 focuses on product promotion scenarios often faced by designers. Given a product image and a set of graphic elements (i.e., texts and decorations) on the canvas, users need to modify these elements to comply with the image. Participants are not allowed to change the product image and the locations of other graphic
elements. They need to recolor the related elements to be compatible with the input image and, simultaneously, make the final design harmonic overall.

Task 2 aims to test the brand-driven graphics design scenario. Given a collection of brand colors, participants need to color the existing graphics on the canvas, which include product images, texts, and decorations, in compatible colors for the brand. However, they are not allowed to edit other aspects of the graphics (e.g., position) besides their colors. The final design should also be aesthetically pleasing overall.

Task 3 is to accommodate more flexible design scenarios where designers try to craft a design creating a certain feeling of an event (e.g., romantic for Valentine's Day) and are required to deliver different design alternatives. Provided with a semantic theme (i.e., Valentine's Day or Fall Festival), participants need to recolor the graphic objects (including images, texts, and decorations) to achieve a design matching the theme. Participants can choose the theme colors of their choice to express a particular design need and are encouraged to modify the existing design layout. For the outcome, at least two versions with different colors are required to accommodate different sentiments or occasions.

### 7.3 Procedure

During the study, participants complete the above three tasks using both of the study systems (i.e., Baseline and De-Stijl), one after another. The order and combination of study data and tools were counterbalanced. For each condition, participants were first introduced to the study system (i.e., Baseline or De-Stijl), and they were allowed to play with the tools using some pre-determined design examples, independent of the user tasks specifications. In the De-Stijl condition, a short tutorial video demonstrating its basic functionality was shown. After users were comfortable using the tool, they were introduced to tasks sequentially and the final deliverables for each task. Post task completion, each participant completed a questionnaire related to their experience, comparing the Baseline and the De-Stijl on many aspects with a 5-point Likert Scale. The questionnaire included the Creative Support Index (CSI) assessment [7] regarding users' experience in exploration, expressiveness, enjoyment, etc. In addition, we conducted a short semi-structured interview with each participant to collect their qualitative feedback. The whole study lasted about 60-90 minutes for each participant, and they were remunerated by $\$ 15$.

### 7.4 Results: Task Performance

Here we report our results on participants' task performance during the user study.

Completion rate. With De-Stijl, all participants claimed they have completed all the required graphics within the given time for the three tasks. With the Baseline, the participants completed all


Figure 10: Participant-generated design examples during the user study. In each group of results, users start from the template (shown on the left of each group) with incompatible colors and use either the De-Stijl (results shown in the upper row) or the Baseline system (results shown in the lower row) to recolor the design. Task 1 requires the design to be compatible with the doughnuts picture. Task 2 requires the design to be harmonic with the yellow and red colors. Task 3 requires to reflect the season of fall. More examples are in Appendix C.
the graphics in Task 1, but only $78.57 \%(11 / 14)$ of the graphics in Task 2 and $85.71 \%$ (24/28) in Task 3 are fully completed according to participants' self-reports. It indicates De-Stijl's potential in efficiently accelerating the design process when designers need to edit the images or quickly generate different design alternatives.

Expert assessment. We recruited four expert designers with an average of 8 years of experience in design to help us rate the results of the user study. For a fair comparison, we removed the trials from the two conditions if the participants did not complete that task with either of the tools. Each expert rated the color harmony with the given theme of all the remaining completed deliverables by participants on a 5-point Likert Item and in random order. Figure 10 shows some example outputs from the participants, and Figure 11 shows the results of experts' ratings. To test the ratings of DeStijl and the Baseline, we conducted the Wilcoxon tests with a significance level of 0.05 . The tests find that the outcomes of DeStijl had significantly better ratings than those of the Baseline for all tasks, i.e., Task $1(V=669.5, p=.0343)$, Task $2(V=211.5, p=$ $.0306)$, and Task 3 ( $V=849.5, p=.0002$ ). The results indicate that De-Stijl could effectively facilitate users to generate better quality graphics - more harmonic with the given theme. In particular, we observe notably strong evidence that De-Stijl outperforms the Baseline in Task 3, suggesting that De-Stijl might be more successful
in exploratory tasks and assisting users in exploring different design alternatives.

### 7.5 Results: Design Experience

In the following, we report our results on the user experiences with the De-Stijl and the Baseline.
7.5.1 Quantitative results. We utilize Creativity Support Index (CSI [7]) to measure the degree of creativity support for De-Stijl and the Baseline in the study. Participants rated five creativity support factors with scores from 0 (worst) to 100 (best). Figure 12 shows the individual CSI score for each factor, i.e., enjoyment, exploration, expressiveness, immersion, and results-worth-effort. Overall, DeStijl achieved a CSI score of $74.5(S D=9.69)$, which is higher than Baseline with a score of $58.5(S D=12.55)$. Six paired-samples ttests were conducted to investigate if there was a difference in users' experience (i.e., the five individual CSI factors and the overall CSI score) for De-Stijl and the Baseline system. To compensate for the type I error, we adopted the Benjamini-Hochberg adjusted significance level of 0.0416 per statistical test.

The results show that the overall CSI score of De-Stijl is significantly higher than the Baseline ( $t=3.776, p=.0008$ ). In specific, statistically significant improvement due to De-Stijl was detected for the enjoyment $(t=3.482, p=.0018)$, exploration $(t=3.804, p=$


Figure 11: Expert's ratings on the quality of participant-generated graphics (the higher the better).


Figure 12: Results of Creative Support Index (CSI) for De-Stijl and Baseline (the higher the better) for the factors of enjoyment, exploration, expressiveness, immersion, and results worth effort. The error bar indicates the $\mathbf{9 5 \%}$ confidence interval.
.0007), expressiveness ( $t=2.164, p=.0398$ ), and results worth effort $(t=2.234, p=.0315)$. These could also be supported by the qualitative feedback from participants. However, there was no observed difference between De-Stijl and the Baseline system for the factor of immersion $(t=1.891, p=.0698)$. These results indicate that users enjoyed their overall experience with De-Stijl. De-Stijl can effectively support them with graphic design explorations, enhance users' expressiveness during this creative process, and increase their satisfaction of their outcomes.
7.5.2 Qualitative results. In general, participants appreciated various novel features of De-Stijl. We summarize their feedback based on the following themes.

Top-down vs. bottom-up workflows. Participants came across a top-down design experience with De-Stijl while a bottom-up experience in Baseline. They found that "the [top-down] workflow [in De-Stijl] is quite helpful for design ideation and quickly producing several design versions"-P10. It helps "explore several possible color themes" without "diving into details in the beginning"-P8. It also facilitate quick generation of design alternatives which will benefit "brainstorming discussion" and "sharing ideas," because in these
cases, "the exact color for a specific element does not matter; instead, the global perception De-Stijl provided is valuable"-P12. In contrast, the bottom-up workflow in Baseline requires users to "make more effort to think about color choices and interact with the system for different design versions"-P6.

We also investigated if participants felt overwhelmed by applying all changes at the beginning, and they responded that this depends on how much change should make. The top-down workflow in the De-Stijl can "reduce lots of effort by having all colors change together to match the design goal" when "a design template requires many changes to match design requirements"-P13. Conversely, the bottom-up workflow in the Baseline is more suitable when "only a few imperfect elements to tweak"-P13.

Color recommendation quality. During the study, we found that some participants $(5 / 14)$ gave up on the Coolors plugin in Tasks $2 \& 3$ after trying it in Task 1. A common question they asked for Coolors was: "how to set my preferred leading color tone?" Participants also complained that its recommended colors "are too random and unrelated to the desired theme"-P6; thus, they had to generate many times to find a usable palette. In contrast, participants highly appreciated the "theme specification" in De-Stijl. "I feel all recommendations are coherent with my design goal. I like to come up with only a few colors as theme colors and then obtain more colors; what's better, they have already been assigned to elements"-P4. In addition, participants mentioned that the undesirable recommendations returned by De-Stijl are acceptable, because the process to produce an almost-finished design took "very little effort"-P3, and refining such a design is "much easier than starting from zero"-P9. The feedback indicates that the theme-aware recommendation is helpful to assist in designing graphics aligned with a desired theme.

1D vs. 2D color palettes. De-Stijl employs 2D color palettes to recommend colors for images, while Baseline uses the 1D color palette. Participants echoed a clear preference for the 2D palette design during the interview. They recognized that "the $1 D$ palette cannot reflect the layout of the image" - P 1 , and it is hard to "locate a proper part in the image to apply the color" -P6. In contrast, "the $2 D$ palette provides more accurate and detailed recommendations"P1. This provides "a better understanding of the abstract spatial relationship of the colors"- P 6 .

Trade-off between manual efforts and artifacts. All participants found the automatic image recolorization very helpful in accelerating the design process and exploring more possible color choices. They expressed that it is very inconvenient to switch from different tools to edit colors in an image. Without De-Stijl, users
need to "come up with different color alternatives for an image independently and recolor it manually," which is "very time-consuming" and prevents them from "exploring more possibilities"-P5. Although the image recolorizer may fail in some cases and produce artifacts, to our surprise, participants' tolerance towards such artifacts seemed high. "The artifacts are not very serious to me. Compared to doing it manually, I prefer accepting the artifacts and correcting them"-P2. "If in the real-world scenario, I would like to adopt the strategy using automatic recolorization to see potential effects. When I decide on the basic design, I can manually refine it to a deliverable version by myself"-P4.

## 8 DISCUSSION

We have introduced the design, implementation, and evaluation of De-Stijl. Here, we further discuss many aspects of the tool including its limitations and directions for future improvement.

2D color palette. The proposed 2D palette design introduces a new way to represent colors for images and 2D graphic designs. With our initial exploration of this new color palette format, we found that it can improve users' understanding of color interdependence. Besides this, there are still many opportunities to extend its functionality. In some cases, users may have the need to only lock the colors at the sub-element level instead of the entire element (e.g., some regions in an image). For instance, for the purpose of product promotion, the unique product features in an image should not be changed while other parts in the image should be recolored. As the 2D palette can reveal the distribution and proximity of colors in the design, it is possible to provide users with this flexibility by making each color block in the palette interactive (e.g., click to lock/ unlock). Thus, it would be interesting to extend the user interactions with the 2D palette and investigate its effect on the design process.

Color authoring. De-Stijl supports an intelligent color authoring pipeline with 2D palette extraction, color palette recommendation, and image recolorization. In the user study, with our initial prototype, users could quickly explore multiple color design choices with little manual effort. The results indicate that De-Stijl outperformed the industry-standard baseline in various design tasks. However, this authoring pipeline can still be improved in many ways. Limited by the performance of the image recolorizer model, artifacts can be observed on the recolored image. This can be the main reason making the results not preferable to serve as a commercial deliverable design directly. Enhancing the model architecture of the recolorizer and training it on a large-scale dataset will reduce artifacts and improve the visual quality of recolored images. Allowing users to edit and polish the images later would also be a helpful addition to the current system. In addition, from our studies and interviews, we learned that users may have different tastes and preferences for design styles. Thus, we may leverage specific behavioral characteristics and patterns in a user's interaction history to better recommend color palettes and (re)colorize their designs. This is an interesting avenue to consider in the future development of more personalized recommendation models. Lastly, offering users a more flexible way (e.g., by natural languages or texts as the attempt in [3]) to express their desired color themes and other intents could further benefit broader scenarios where users' intents may be more
complicated as well as broader user groups who are less-skilled to express their desired colors concretely.
Integrating into current workflows. De-Stijl focuses on color authoring, which is only a part of graphics editing. Thus, it is non-trivial to discuss how to integrate De-Stijl into practitioners' current workflows. According to interviews in the user study, participants showed great interest in having De-Stijl as a plug-in into the industry-level design tools (e.g., Figma). Specifically, as a plugin, De-Stijl can suggest top-k overall previews of the entire design based on the user-specified design constraints along with color recommendations for each element. Users can either choose a satisfactory recommendation preview to apply to the current workspace or choose element-wise color recommendations for an individual object. In this way, they can benefit from both the top-down and bottom-up design flow according to different scenarios with absolute control. As a result, users can stick to their familiar workflow, and De-Stijl serves as an augmentation to facilitate the designer's design ideations, achieve quick design iterations, and mitigate the tedious color assignment jobs.
Implications to AI-assisted Graphics Design. Our study has provided the following design implications for further investigations in AI-assisted graphics design. First, it is critical to incorporate human intents (e.g., the color themes in De-Stijl) into the AI generation logic, because graphics design highly relies on human subjective judgments, cognitive perception, and personal taste. Though AI can boost efficiency and enhance creativity, it still should play the role of augmentation instead of creation. The theme and layout identified in De-Stijl surely cannot cover all the possible user intents; there is more, such as spacing and visual hierarchies, to discover for supporting users to express themselves intuitively.

Second, as the user intents sometimes could be ambiguous and diverse for different purposes, it is challenging but necessary to identify what kind of intents users may have and translate the ambiguous intent to a lucid objective. For instance, "Creating proper arousal feelings could be a demanding factor [in some graphics de-sign]"-E3 but the "arousal feeling" can convey varied specific emotions in a different context and is unfeasible to be directly optimized by AI models. We resolved this ambiguity by letting users indicate their emotional intent through theme colors, based on a simple heuristic assumption that emotions are often associated with colors [18]. However, there is still much room for resolving it in a more sophisticated way, for example, using statistical features (i.e., Moran's I) as a measure for a very ambiguous factor (i.e., visual "interestingness") [14]. On top of identifying, defining, and modeling the user intents, we should also deliberately design the AI model to understand and consider them.

Third, it is important to balance the agency and the automation for AI-powered color recommendation [21]. The automated color recommendation and assignment largely reduce the repetitive human labor, however, users' sense of control should not be deprived. This is because there are inevitably mismatches between AI-produced results and users' real intents. For example, users should always be allowed to make finer-grained adjustments, such as the object-level refinements in De-Stijl.

Limitations. There are several aspects that our work can be further improved. First, our user study is conducted in a controlled
setting. While the results are promising and encouraging, it is necessary to conduct a more extensive and longer-term study, especially a deployment study in the wild, to further verify the effectiveness of De-Stijl. Second, all participants in our user study were novice designers. While novices often account for many use cases in the industry, which De-Stijl aims to support, professional designers do get involved and demand such a tool in their workflow. We believe that De-Stijl has the potential to benefit professional designers as well, but their usage scenarios and expectations may vary. Thus, to better understand how designers with different design knowledge backgrounds work with our tool, testing it with more users who have more diverse expertise levels would be needed. Third, our color recommendation model is trained on a dataset of 706 (646 for training and 60 for testing) mockup graphic designs curated by ourselves because there were no suitable datasets. It will be helpful to have real-world graphics to improve the robustness of the model. However, real-world samples are usually in a bitmap image format, which requires significant manual effort for cleaning and labeling the data (i.e., segmenting objects in the image and grouping them into design layers).

## 9 CONCLUSION AND FUTURE WORK

In this paper, we present De-Stijl, an intelligent authoring tool to support (re)colorization tasks in image-centric graphics design, grounded by the principles in the literature and from our formative study. De-Stijl features a context-aware 2D color palette better to convey a graphic's visual and psychological feelings by incorporating colors, proportions, and spatial proximity into an overall context. Moreover, we have introduced a data-driven recommendation pipeline to automatically generate 2D color palettes and apply palettes to graphic designs. Based on a conditional generative model [24], results are tailored to user-specified theme colors and the layout of different elements. With much flexibility, users can iteratively refine their designs by retrieving more suitable palettes through interactions and customizations (i.e., theme color adjustments and object-wise color specifications). De-Stijl is designed through a user-centered approach. A formative study, with five participants who directly or indirectly work on graphics design, was conducted to obtain design requirements and validate our initial ideas. To assess the tool as a whole, a user study was carried out with 14 participants comparing De-Stijl with a combination of existing industry standard tools.

Overall, participants enjoyed their AI-assisted experiences with De-Stijl, especially the quick design ideation and iterations that they could easily achieve. They also appreciated the novel features of De-Stijl, such as the 2D color palette, theme-aware color recommendation, and interactive (re)colorization authoring. Both the quantitative and qualitative results suggest that the thematic color design automation provided by De-Stijl is helpful for novice designers to quickly explore design alternatives being harmonic with a given theme.

Besides the effectiveness of De-Stijl, there are a few aspects that can be improved, drawn on the insights from our implementation and evaluation. We plan to further investigate the effect of 2D color palettes in design practices in the wild and test how DeStijl can support the current workflows of novice designers. This
requires us to understand how users actually use current tools which is currently missed from our formative study. Moreover, we aim to extend the abilities of De-Stijl to broader usage scenarios beyond image-centric graphics design, such as general infographics. Also, following the design implications we obtained for AI-assisted graphics design, we are interested in further researching the balance between agency and automation in various design scenarios with De-Stijl as a test bed. Finally, we would like to collect more graphic designs from the real world and further improve our automatic color authoring pipeline.
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## A IMPLEMENTATION DETAILS OF COLOR RECOMMENDER

## A. 1 Training pairs synthesis.

To train the color recommendation network (see Section 6.3), image pairs, including an input $x$ and a ground truth output $y$, are needed. Here, we describe how we curate the data pairs for training and implementation details.

We regard the dataset of mock-up designs crafted by designers as the ground truths, but we lack low-quality designs with incompatible colors as the input for training. Thus, we synthesize the input by applying a degradation model $M$, which contains several transformation operations, to disturb the colors in the ground truth to acquire the training pairs: $(x, y)=(M(y), y)$.

The degradation model $M$ is composed differently according to the type of elements in the design. For the design layers $L_{d}$ and $L_{t}$, $M$ simply transforms the ground truth into its gray-scale form:

$$
M^{L_{d, t}}=\{\text { Grayscale }()\} .
$$

For the design layer $L_{i}^{p}, M$ is designed to be more complex to avoid model over-fitting. In addition, it should only alter the colors while preserving the spatial structures of the 2D palette. Hence, we perform a series of channel-wise operations on the ground-truth image palettes. The operations include: converting to HSV or RGB color spaces, adding values $v_{1} \in(-40,40)$ to random channel(s) $c$, multiplying the random channel(s) $c$ with the value of $v_{2} \in(0.5,1.5)$, and inverting the values in random channel(s) $c$ from $v$ to $255-v$ if $v$ falls in a threshold range $t \in\left(t_{0}, t_{0}+\delta\right)$, where $t 0$ and $\delta$ are randomly generated. Formally,

$$
\begin{aligned}
M_{L_{i}^{p}} & =\left\{\operatorname{Convert}(R G B, \operatorname{HSV}), \operatorname{Add}\left(v_{1}, c\right),\right. \\
& \left.M u l t i p l y\left(v_{2}, c\right), \operatorname{Invert}(v, t, c)\right\}, c \subseteq\left\{c_{0}, c_{1}, c_{2}\right\} .
\end{aligned}
$$

The order of these operations is random, but converting the color space cannot be the last one. For each $y$, it goes through this sequence twice, and is converted back to RGB color space. Going through the sequence twice avoids the network learning a simple linear transformation, which is a common practice in making degradation models in computer vision [50].

## A. 2 Model Architecture

We describe the details and explanations of each component in the model architecture along with the training details.

Generator. The generator $G$ adopts the architecture of encoder $\left(G^{E}\right)$-decoder $\left(G^{D}\right)$ with skip connections. The input $x$ passes through a series of network layers in the encoder $G^{E}$ while being downsampled progressively. Then, it goes through the layers in the decoder $G^{D}$ and is upsampled gradually, ending with its original resolution. Skip connections are introduced to promote the feature reuse [19] so that the network $G$ only needs to learn the color differences between $x$ and $y$, instead of all information (e.g., their shared spatial structures), which better achieves our goals.

Condition Feature Modulation (CFM). Design conditions are essential guidance for the generator $G$ to produce visually aesthetic and conceptually meaningful color palettes reflecting the design theme. However, in our informal experiments, we find that the network tends to ignore the conditions if directly concatenating
the conditions $c$ with $x$ as input to $G$, which is consistent with previous research [37]. To tackle this problem, we leveraged the modulation technique [37], namely Condition Feature Modulation (CFM), to avoid the design conditions $c$ to be "washed away" by intertwining the features of $x$ with $c$. Specifically, at each resolution scale in the decoder $G^{D}$, the design conditions are projected to embedding space as $F_{c}$ by several multi-layer perceptron layers (MLP). Then, a pair of affine transformation parameters ( $\gamma, \beta$ ) are learned through several convolutional layers. After that, the modulation is conducted by shifting and scaling the latent feature $F_{\text {latent }}$ produced by the encoder with $\gamma$ and $\beta$. This process can be formulated as:

$$
\begin{equation*}
F_{\text {latent }}^{\prime}=(1+\gamma) \cdot F_{\text {latent }}+\beta \tag{2}
\end{equation*}
$$

It is worth noting that this modulation performs not only featurewise manipulation but also spatial transformation, since the spatial dimension is preserved in $\gamma$ and $\beta$. In this way, the network captures the theme color constraints and spatial layout indicated by conditions $c$. This design allows the color recommender to be both theme-aware and spatial-sensitive ( $\mathbf{R} 2.2$ and $\mathbf{R 2} 2$ ).

Discriminator. The discriminator $D$ is a classification model to tell whether the given image is real or fake, which stacks several modules in the manner of Convolution-BatchNorm-ReLu. Specifically, $D$ takes the generated output $\hat{y}$ along with design conditions $c$ as input, and outputs the label of real or fake. The purpose of taking $c$ as part of input is to enforce the output $\hat{y}$ to be closely associated with $c$.

Loss functions. The overall training objectives $\mathcal{L}_{\text {total }}$ consist of two losses: an L1 loss (Eq. 3) and a conditional adversarial loss (Eq. 4). We employ the L1 loss (Eq. 3) to encourage the output $\hat{y}$ of $G$ to be close to the ground truth $y$. The conditional adversarial loss $L_{c G A N}$ (Eq. 4) is adopted to jointly train the generator $G$ and the discriminator $D$. Thus, the overall training objective is shown in Eq. 5 , where $\lambda$ is used to moderate the influence of $\mathcal{L}_{L 1}(G)$.

$$
\begin{gather*}
\mathcal{L}_{L 1}(G)=\mathbb{E}_{x, c, y}\|y-G(x, c)\|  \tag{3}\\
\mathcal{L}_{c G A N}(G, D)=\mathbb{E}_{c, y}[\log D(c, y)]+\mathbb{E}_{x, c}[\log (1-D(G(x, c))]  \tag{4}\\
\mathcal{L}_{\text {total }}=\arg \min _{G} \max _{D} \mathcal{L}_{c G A N}(G, D)+\lambda \mathcal{L}_{L 1}(G) \tag{5}
\end{gather*}
$$

Training details. For elements in the image layer (transformed into 2D palettes) $L_{i}^{p}$, we preserve their original $a, b$ channels along with the $l$ channel in the input $x$. The design conditions $c$ for $L_{i}^{p}$ consist of theme colors and background colors. For elements in the decoration $L_{d}$ and text $L_{t}$ layers, only the $l$ channel is taken from the input $x$. The design conditions $c$ for $L_{d}$ and $L_{t}$ consist of theme colors, background colors, 2D palette of the images, and the relative spatial relationship between $L_{d}, L_{t}$ and $L_{i}^{p}$.
We implemented our model architecture with PyTorch and trained on one NVIDIA Tesla V100 GPU. In the training phase, we used an Adam optimizer with $\beta=0.999$. We trained the models for each of the design layers $L_{i}, L_{d}$, and $L_{t}$ separately. For each design layer, we trained the model for 800 K iterations with a batch size of 16 . The learning rates for both the generator and the discriminator were $2 \times 10^{-4}$. The weight for $L 1$ loss was $\lambda=10$.


Figure 13: Model architecture of the color recommender in De-Stijl, consisting of a generator $G$ connected by skip connections along with a Condition Feature Modulation (CFM) module and a discriminator $D$. Taking the image layer $L_{i}^{p}$ as an example, given the input $x$, the generator will output the recommended color palette $\hat{y}$ according to the design conditions $c$.

Table 2: Quantitative comparison of different versions of our color recommender model on two metrics: Learned Perceptual Image Patch Similarity (LPIPS) and Frechet Inception Distance (FID). Both metrics are the lower the better.

|  | LPIPS ( $\downarrow$ ) |  |  | FID ( $\downarrow$ ) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{i}^{p}$ | $L_{d}$ | $L_{t}$ | $L_{i}^{p}$ | $L_{d}$ | $L_{t}$ |
| (a) - skip connections in $G$ | 0.589 | 0.234 | 0.024 | 481.33 | 165.02 | 23.58 |
| (b) - design conditions $c$ in $D$ | 0.393 | $\mathbf{0 . 1 2 8}$ | 0.012 | 388.48 | 120.55 | 21.14 |
| (c) - CFM module | 0.38 | 0.159 | 0.025 | 392.77 | 133.48 | 31.54 |
| (d) Full model | $\mathbf{0 . 3 6 9}$ | 0.135 | $\mathbf{0 . 0 0 4}$ | $\mathbf{3 8 2 . 6 2}$ | $\mathbf{1 1 7 . 5 4}$ | $\mathbf{8 . 0 4}$ |

## B ABLATION STUDY OF COLOR RECOMMENDER PIPELINE

To evaluate the design of the color recommender model architecture (see Section 6.3), we conducted an ablation study to compare our model with three alternative architecture designs. Particularly, we aim to systematically analyze the effects of skip connections in the generator $G$, the input concatenation of discriminator $D$, and the CFM module. The results are summarized in Table 2.

Evaluation metrics. We employ the widely-used Learned Perceptual Image Patch Similarity (LPIPS) score [57] and Frechet Inception Distance (FID) score [22] in GAN evaluation to measure the perceptual quality of the results generated by the color recommender. LPIPS and FID are metrics reflecting human perceptions where a lower score indicates a higher quality of the generated results. LPIPS calculates the distance of deep features captured by VGG networks between the generated image and the ground truth. FID calculates the distance of features captured by Inception V3 [45] model between the generated and ground truth sets. It can be noticed that the obtained FID score is large. The main reason is that the Inception model used by FID evaluation is trained on ImageNet, which constitutes natural images, while our data is graphical elements (e.g., 2D palette) whose features are largely different from natural images. In addition, the minimum recommended sample size suggested by the FID author is 10,000 ; however, limited to the
scale of the dataset, we cannot meet this requirement which could also cause a large score.
Skip connections in $G$. We remove the skip connections in the generator $G$ to understand the effect of the "U-Net" structure in the color recommender, other components and parameters are unchanged. As shown in Table 2, row (a) indicates the performance after removal of the skip connections where $G$ is stacked by several ResNet blocks, and row (d) indicates the performance of the full model. We can observe that the perceptual quality degrades on both metrics across the models for all design layers $\left(L_{i}^{p}, L_{d}, L_{t}\right)$ after the removal of the skip connections.
Input concatenation in $D$. In our implementation, we use the conditional discriminator $D$, which takes the concatenation of the output of $G$ and the design conditions $c$ as the input. To investigate the benefits for this concatenation, we compare the full model with the one that only takes the output of $G$ without $c$ as the discriminator's input. According to the rows (b) and (d) in Table 2, the concatenation with $c$ as the input shows the gain on FID across models for all design layers, and benefits models for design layers $L_{i}^{p}$ and $L_{t}$ in terms of LPIPS. However, the concatenation with $c$ shows inferior performance on LPIPS at the decoration layer $L_{d}$. But this inferiority at $L_{d}$ is not significant. Given the benefits observed, it is reasonable to use the concatenation of the output of $G$ and design conditions $c$ as the input of the discriminator.
CFM module. The CFM module aims at facilitating the design conditions $c$ exerted influences on the color recommendation. As shown in Table 2 row (c), when removing the CFM module and directly feeding the design conditions $c$ with the input $x$ to the generator, the perceptual quality of results dropped for both LPIPS and FID metrics. This results indicates that it is necessary to integrate the CFM module into the generator.

## C SUPPLEMENTARY EXAMPLES GENERATED BY USERS

We provide more design examples generated by participants.

with Baseline system
Figure 14: Participant-generated design examples during the user study. In each group of results, users start from the template (shown in the left of each group) with incompatible colors and use either the De-Stijl (results shown in the upper row) or the Baseline system (results shown in the lower row) to recolor the design. Task 1 requires the design to be compatible with the salad picture. Task 2 requires the design to be harmonic with blue colors. Task 3 requires to reflect the feeling of Valentine's Day.

## D FRONT-END IMPLEMENTATION

The front-end user interface of De-Stijl was built using Typescript and React.js as the primary framework. The front-end interface is composed of two main functional modules: the interactive canvas and toolbox on the left, and the control panel on the right (see Figure 2). Most of the canvas functionalities, such as the addition, deletion, and selection of objects, were implemented using Fabric.js
(specifically, fabricjs-react). The control panel responds to changes from the canvas through the event inspector from Fabric.js. Similarly, the canvas updates itself to reflect changes to objects from the control panel. The rest of the fundamental components, such as the buttons, sliders, and icons, were taken from the Material UI library and customized to fit the needs of the application. In particular, the interactive color picker was based on the React Color library.
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